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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Preliminary Notice: 142nd Meeting of the
Acoustical Society of America

The 142nd Meeting of the Acoustical Society of America will be held
Monday through Friday, 3–7 December 2001, at the Greater Fort
Lauderdale/Broward County Convention Center in Fort Lauderdale, Florida,
USA. A block of rooms has been reserved at the headquarters hotel, the Fort
Lauderdale Marina Marriott, which is adjacent to the convention center. A
block of rooms has also been reserved at the Radisson Bahia Mar Beach
Resort which is closer to the beach and is located about 2 miles from the
Convention Center. Transportation between the Radisson and the Conven-
tion Center is being planned.

Information about the meeting can be found on the ASA Home Page at
^http://asa.aip.org/meetings.html&. Online registration is now available.

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 3–7 Decem-
ber.

List of Special Sessions

The special sessions described below will be organized by the ASA
Technical Committees.

Acoustical Oceanography (AO)

Turbulence and fine structure studies~Joint with Physical Acoustics!
Acoustic remote sensing of turbulent fine structure and microstructure in the
water column and within the surface or bottom boundary layers, including
measurements, model verification, and new techniques

Animal Bioacoustics (AB)

Acoustics and marine mammals~Joint with Underwater Acoustics, Acousti-
cal Oceanography and Noise!
Fish audition and sound production
Interaction between marine mammals and the acoustics in their environment
Biomechanical, physiological, anatomical, and behavioral aspects of recep-
tion and production of sound by fishes
Session honoring William Watkins
Honoring Bill Watkins and his research on seals and large whales

Architectural Acoustics (AA)

Cruise ship acoustics~High seas acoustical adventures! ~Joint with Noise!
Sound isolation, finish treatments, HVAC noise control and sound system
design
Integration of synthesis techniques with ‘‘acoustic’’ music~Joint with Mu-
sical Acoustics!
A variety of controllers, computer programs, recording and playback meth-
ods, instruments, virtual orchestras
Speech intelligibility and the metrics used for its evaluation~Joint with
Speech Communication!
For many types of architectural spaces, the primary mode of communication
is via speech—how we insure that good speech intelligibility will result
from our designs
Speech privacy design in office spaces
What architectural factors contribute to the attainment of good speech pri-
vacy, how is this performance evaluated and what are the consequences on
occupant satisfaction/performance

Biomedical UltrasoundÕBioresponse to Vibration (BB)

Topical Meeting on Physics of Ultrasound in Relation to the Biology of its
Therapeutic Effects~see below for details!

Education in Acoustics (ED)

Hands on demonstrations for high school students
15–20 minutes demonstration experiments for high school student partici-
pation
Low cost laboratory experiments
Laboratory experience is essential to learning acoustics. Low cost experi-
ments will be presented
‘‘Take fives:’’ Sharing favorite ideas for teaching acoustics
Bring your favorite teaching tip—present it in 5 minutes

Engineering Acoustics (EA)

Celebration of Miguel Junger’s Acoustics
~Joint with Physical Acoustics, Noise, Underwater Acoustics and Structural
Acoustics and Vibration!
Papers celebrating the technical areas to which Junger has made important
contributions
Ferroelectric single crystals: From manufacture to devices
New electroactive materials with high coupling factors (;0.9) are being
used to increase bandwidth performance of devices
Small scale acoustics and acoustic devices
Acoustic transducers from the centimeter scale~for wireless phones and
hearing aids!, to the sub-millimeter~MEMS devices! size scale, and the
special acoustics of their design

Musical Acoustics (MU)

Caribbean musical instruments and traditions
Exploration of acoustical properties of instruments and musical performance
traditions of the Caribbean region
Musical acoustics in teaching science, engineering and technology~Joint
with Education in Acoustics!
New and innovative ways of learning technical subjects through the com-
mon language of music
Musical technology~Joint with Education in Acoustics!
Aspects of technology including techniques for creating, recording, and re-
producing sound, constructing instruments, and teaching music technology
Naturalness of synthesized sound~Joint with Speech Communication!
Problems and techniques in achieving naturalness in synthesized sound, es-
pecially in speech and singing

Noise (NS)

Community noise: Aircraft and other transportation sources
Current case studies comparing measured with modeled results
Computational modeling for community noise
Computational models have become powerful tools for predicting the im-
pact of community noise sources and also for noise control design
Implementing the classroom acoustics standard~Joint with Architectural
Acoustics and Signal Processing in Acoustics!
The recently written classroom acoustics standard has been approved. This
session will discuss experiences implementing classroom acoustics in new
and renovation projects
Noise in condominiums
~Joint with Architectural Acoustics and Structural Acoustics and Vibration!
Condominium noise control, especially between units
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Outdoor sound propagation in coastal areas~Joint with Physical Acoustics
and Animal Bioacoustics!
The land–water interface presents unique challenges to the community
noise consultant when working in coastal areas

Physical Acoustics (PA)

Applications of acoustic resonance
Having systems respond at acoustic resonance is a powerful method for
measuring quantities that are otherwise difficult to detect
High amplitude effects in resonators
Nonlinear fluid dynamics in acoustical resonators

Signal Processing in Acoustics (SP)

Acoustic image reconstruction using tomographic techniques~Joint with
Biomedical Ultrasound/Bioresponse to Vibration, Acoustical Oceanography
and Underwater Acoustics!
The imaging of acoustic data from a variety of application areas~biomedi-
cal, soils, etc.! along with the underlying tomographic reconstruction tech-
niques will be discussed
Theory and applications of acoustic time reversal~Joint with Physical
Acoustics, Underwater Acoustics and Biomedical Ultrasound/Bioresponse
to Vibration!
This session is intended for contributed papers related to the topical meeting
on time reversal
Theory and basic experiments in time reversal
Theory and basic experiments of time reversal are reviewed with the goal of
identifying open questions for further investigation
Time reversal in random and reverberating media
Properties of time reversal in random and reverberating media are examined,
with an emphasis on areas requiring further research
Time reversal in signal processing
Time reversal from the perspective of signal processing and applications to
a wide variety of acoustic problems
Time reversal in the ocean environment
Properties of time reversal in the ocean, where the wave guide character of
propagation must be considered
Topical Meeting on Acoustic Time Reversal and Applications
See below for details

Structural Acoustics and Vibration (SA)

Methods of passive dissipation in structural acoustics
New and innovative methods of damping treatments and materials
Numerical methods in structural acoustics
Different aspects of numerical modeling for structural and fluid components

Underwater Acoustics (UW)

How did we get here? Insights into the history of underwater acoustics
A review of some of the insights contributing to the evolution of underwater
acoustics
Ocean research and marine mammal regulatory issues~Joint with Acoustical
Oceanography and Animal Bioacoustics!
A session of invited talks intended to inform scientific investigators about
federal, state, and local regulations that may apply to ocean research using
underwater sound, with emphasis on information about permitting and ap-
proval processes
Reverberation in shallow water
Characteristics of reverberation in shallow water and the latest advances in
modeling

Other Technical Events

ASA’s Role in Marine Mammal Bioacoustics

A panel discussion on ASA’s Role in Marine Mammal Bioacoustics is
being planned to follow the special sessions sponsored by Acoustical Ocean-
ography, Animal Bioacoustics and Underwater Acoustics on~1! Ocean re-
search and marine mammal regulatory issues and~2! Acoustics and marine

mammals. The intent of this panel discussion will be to consider the best
role for ASA on such complex issues as the increase in ambient noise levels
and sonar signals and their effects on marine mammals. Please contact
ASA’s Executive Director, Charles Schmid~E-mail: charles@aip.org!, for
more details.

Topical Meeting on Acoustics Time Reversal and Applications

A one-day colloquium and discussion on the topic ‘‘Acoustic Time
Reversal and Applications’’ sponsored by the Technical Committee on Sig-
nal Processing in Acoustics will be held on Monday, 3 December. After an
introductory invited talk, five subtopic sessions will focus on basic theory
and experiments, random and chaotic media, underwater applications, signal
processing and communications, and nondestructive evaluation and medical
applications. Each subtopic session will begin with a short overview invited
paper, followed by discussion. Emphasis will be on determining the state of
the art in each subtopic and identifying open problems. Contributed papers
will not be presented Monday, but an opportunity for contributed papers will
be provided in a session later in the week.

Topical Meeting on the Physics of Ultrasound in Relation to the Biology
of Its Therapeutic Effects

This proposed meeting, sponsored by Biomedical Ultrasound/
Bioresponse to Vibration~BB!, consists of a one-day colloquium made up of
four special sessions, each session containing a few invited presentations
followed by a short panel-based discussion that includes audience participa-
tion. The emphasis is on how the physical effects generated by ultrasound in
any form create associated biological effects that are therapeutic. Examples
include ~1! High-Intensity Focused Ultrasound or HIFU, typically used for
hemostasis, frank tumor destruction, and destruction of kidney stones~i.e.,
lithotripsy!; ~2! Low-intensity ~sometimes Focused! Ultrasound or LOFU,
typically used for accelerating healing;~3! ultrasound with adjunctive agents
such as chemicals, radiation, contrast agents, genes—such as ultrasound-
assisted thrombolysis, ultrasound-activated/enhanced drug or gene delivery,
etc. Note that the discussion of the biology of ultrasound for therapy is to be
as valued and detailed in these special sessions as the discussion of the
physics. The proposed four special sessions are as follows:~1! HIFU alone,
~2! LOFU alone,~3! ultrasound with adjunctive agents, and~4! the imaging
of acoustic lesions. Special sessions of contributed papers will compliment
these invited sessions.

Exhibit

The instrument and equipment exposition, which will be conveniently
located near the registration and meeting rooms, will open at the Fort
Lauderdale/Broward County Convention Center with a reception on Mon-
day evening, 3 December, and will close on Wednesday afternoon, 5 De-
cember. The exposition will include computer-based instrumentation, sound
level meters, sound intensity systems, signal processing systems, devices for
noise control and acoustical materials, active noise control systems, and
other exhibits on acoustics. A special session on new and innovative tech-
niques by exhibitors is also being planned. Contact the Exhibit Manager,
Robert Finnegan, Advertising and Exhibits Division, American Institute of
Physics, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502,
Tel: 516-576-2433; Fax: 516-576-2481; E-mail: rfinneg@aip.org

History Lectures, Vern O. Knudsen Distinguished Lecture and Hot Topics
Session

A ‘‘Hot Topics’’ session sponsored by the Tutorials Committee is
scheduled. The technical committee on Architectural Acoustics will sponsor
a Vern O. Knudsen Distinguished Lecture. The Committee on Archives and
History will jointly sponsor the next in a series of lectures on the history of
acoustics with the Technical Committees on Acoustical Oceanography and
Underwater Acoustics.

Gallery of Acoustics

The Technical Committee on Signal Processing in Acoustics will spon-
sor its fifth Gallery of Acoustics at the Fort Lauderdale meeting. The objec-
tive of the Gallery is to enhance ASA meetings by providing a compact and
free-format setting for researchers to display their work to all meeting at-
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tendees in a forum emphasizing the diversity and interdisciplinary nature of
acoustics. The Gallery of Acoustics provides a means by which we can all
share and appreciate the natural beauty and aesthetic appeal of acoustical
phenomena. The Gallery will consist of posters, videos, and audio clips of
images and/or sounds generated by acoustic processes or resulting from
signal processing of acoustic data. Images and videos can consist of actual
visualizations of acoustic processes, or of aesthetically and technically in-
teresting images resulting from various signal processing techniques. Audio
clips and segments should also have both aesthetic and technical appeal. A
panel of referees will judge entries on the basis of aesthetic/artistic appeal,
ability to convey and exchange information, and originality. A cash prize of
$350.00 will be awarded to the winning entry. The top three entries will,
with the authors’ permission and cooperation, be posted on the Gallery web
site. Requests for information and all other communications regarding the
Gallery should be directed to: Randall W. Smith, Northrop Grumman Cor-
poration, Oceanic and Naval Systems, P.O. Box 1488, Mail Stop 9105,
Annapolis, MD 21404, Tel: 410-260-5732; Fax: 410-694-2188, E-mail:
randall–w–smith@mail.northgrum.com

Meeting Program

An advance meeting program summary will be published in the Octo-
ber issue of JASA and a complete meeting program will be mailed as Part 2
of the November issue. Abstracts will be available on the ASA Home Page
~http://asa.aip.org! in October.

Paper Copying Service

Authors are requested to provide one paper copy of their projection
material and/or paper~s! to the Paper Copies Desk upon arrival. The copy
should contain material on one side only on 8-1/2311 inch or A4 paper
suitable for photocopy reproduction. Copies of available papers will be
made for a nominal charge.

Tutorial Lecture

A tutorial presentation on Noise Outdoors will be given by Tony F. W.
Embleton at 7:00 p.m. on Monday, 3 December. Lecture notes will be avail-
able at the meeting in limited supply. Those who register by 5 November
2001 are guaranteed receipt of a set of notes.

To partially defray the cost of the lecture a registration fee is charged.
The fee is $15.00 for registration received by 5 November and $25.00 there-
after including on-site registration at the meeting. The fee for students with
current ID cards is $7.00 for registration received by 5 November and
$12.00 thereafter, including on-site registration at the meeting. Use the reg-
istration form in the call for papers or online at^http://asa.aip.org/lauderdale/
lauderdale.html& to register for the Tutorial Lecture.

Short Course on Applied Digital Signal Processing in Acoustics

This short couse will be held on Friday afternoon, 7 December, 1:00
p.m. to 6:00 p.m. and Saturday morning, 8 December, 8:00 a.m. to 1:00 p.m.

The course is designed to develop digital signal processing~DSP!
techniques that are applicable to acoustical signal processing problems. The
discussions range from basic digital signal processing techniques such as
digital filtering and the fast Fourier transform~FFT!, to more advanced
approaches such as spectral estimation and adaptive processing, to some of
the even more sophisticated adaptive and model-based techniques. The in-
tent is to provide an overview which will provide the participant with addi-
tional details of a particular approach to investigate them further. At each
stop along the way we will apply the various DSP techniques to an acous-
tical application. The participant will obtain a basic understanding of the
approaches and their applicability discussed from the practictioner’s per-
spective, rather than that of a DSP expert.

The course instructor, James V. Candy, is the Chief Scientist for En-
gineering and Director of the Center for Advanced Signal and Image Sci-
ences at the University of California, Lawrence Livermore National Labo-
ratory. He received his B.S.E.E. degree from the University of Cincinnati
and his M.S.E. and Ph.D. degrees in Electrical Engineering from the Uni-
versity of Florida, Gainesville. Dr. Candy is a Fellow of the IEEE and a
Fellow of the Acoustical Society of America~ASA! as well as a member of
Eta Kappa Nu and Phi Kappa Phi honorary societies. He has published over
125 journal articles, book chapters, and technical reports as well as written

two texts in signal processing,Signal Processing: The Model-Based Ap-
proach~McGraw-Hill, 1986! andSignal Processing: The Modern Approach
~McGraw-Hill, 1988!.

The registration fee is $300.00 and covers attendance, instructional
materials and coffee breaks.The number of attendees will be limited so
please register early to avoid disappointment. Only those who have reg-
istered by 5 November will be guaranteed receipt of instructional materials.
There will be a $50.00 discount for registration made prior to 5 November.
Full refunds will be made for cancellations prior to 5 November. Any can-
cellation after 5 November will be charged a $50.00 processing fee. Use the
form in the call for papers to register for this short course or online at
^http://asa.aip.org/lauderdale/lauderdale.html&.

Special Meeting Features

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit
a proposal~E-mail preferred! to be received by 15 October 2001 to Elaine
Moran, ASA, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel: 516-576-2360, Fax: 516-576-2377, E-mail: asa@aip.org. The
proposal should include your status as a student; whether you have submit-
ted an abstract; whether you are a member of ASA; method of travel; if
traveling by automobile, whether you will travel alone or with other stu-
dents; names of those traveling with you; and approximate cost of transpor-
tation.

Young Investigator Travel Grant

The Committee on Women in Acoustics is sponsoring a Young Inves-
tigator Travel Grant to help with travel costs associated with presenting a
paper at the Fort Lauderdale meeting. This award is designed for young
professionals who have completed the doctorate in the past 5 years~not
currently enrolled as a student!, who plan to present a paper at the Fort
Lauderdale meeting. Each award will be of the order of $200. It is antici-
pated that the Committee will grant a maximum of five awards. Applicants
should submit a request for support, a copy of the abstract they have sub-
mitted for the meeting and a current resume/vita to Eliza~Z.-H.! Micha-
lopoulou, Department of Mathematical Sciences, New Jersey Institute of
Technology, Newark, NJ 07102; Tel: 973-596-8395. Deadline for receipt of
applications is 26 October 2001. Note that applications will not be accepted
by E-mail.

Students Meet Members for Lunch

The Education Committee has established a program for students to
meet with members of the ASA over lunch. Students are strongly encour-
aged to contact Elaine Moran, Acoustical Society of America, Suite 1NO1,
2 Huntington Quadrangle, Melville, NY 11747-4502; Tel: 516-576-2360,
Fax: 516-576-2377, E-mail: asa@aip.org prior to the meeting. There will
also be a sign up sheet available at the registration desk for those students
who have not responded prior to the meeting. Members who wish to par-
ticipate are also encouraged to contact Elaine Moran. Participants are re-
sponsible for the cost of their own meal.

Plenary Session, Awards Ceremony, Fellows’ Suite, and Social Events

Complimentary buffet socials with cash bar will be held early on Tues-
day and Thursday evenings at the Fort Lauderdale Marina Marriott Hotel.
The Plenary session will be held on Wednesday afternoon at the Fort
Lauderdale/Broward County Convention Center where Society awards will
be presented and recognition of Fellows will be announced. A Fellows Hos-
pitality Suite will be open on Thursday from 1:00 p.m. to 4:00 p.m. Refresh-
ments will be provided.
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Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Tuesday, 4 Decem-
ber. Those who wish to attend this luncheon must register using the form in
the call for papers or online at ^http://asa.aip.org/lauderdale/
lauderdale.html&. The fee is $10 for preregistration by 5 November and $15
thereafter including on-site registration at the meeting. There is no fee for
Students for preregistration received by 5 November and $5 thereafter in-
cluding on-site registration at the meeting.

Acoustical Society Foundation Dinner will Feature Author of ‘‘The
Perfect Storm’’

The Acoustical Society Foundation, the College of Fellows and orga-
nizers of the Fort Lauderdale meeting have planned some special events for
the meeting on Wednesday, 5 December. In cooperation with the Technical
Committees on Engineering Acoustics, Physical Acoustics, Noise, Underwa-
ter Acoustics and Structural Acoustics and Vibration, a special celebratory
invited session honoring long-time ASA Fellow Miguel Junger will take
place in the morning. Following the Plenary Session that afternoon, a fund-
raising dinner will be held, featuring Miguel’s son, Sebastian Junger, author
of the popular book and movie,The Perfect Storm, as guest speaker. We
invite all to attend these singular and enjoyable events. All proceeds from
the dinner will be added to the ASA Endowment. Further details and ticket
information will be available this fall. For more information, contact Bob
Frisina, Acoustical Society Foundation; Tel: 716-275-8130, E-mail:
rdf@q.ent.rochester.edu.

Transportation and Hotel Accommodations

Air Transportation

The closest airport is Fort Lauderdale Hollywood International Airport
and is served by all major airlines including Delta, US Airways, American,
Northwest, and Continental. The airport designation is FLL. Website:
^www.fll.net&. The alternative to arriving at Fort Lauderdale Hollywood In-
ternational Airport is to arrive at either Miami International Airport~MIA,
website: www.miami-airport.com! or Palm Beach International airport~PBI,
website: www.pbia.org!. Scheduled air transportation is available from MIA
or PBI to Fort Lauderdale Hollywood Airport, although this is not very
common. Check with the airlines for departure times to determine if such
service would be convenient for your arrival time.

Ground Transportation

The Fort Lauderdale Hollywood International Airport is about 9 min-
utes by automobile~3 miles! southwest of the Fort Lauderdale Marina Mar-
riott Hotel and about 12 minutes by automobile~4 miles! from the Radisson
Bahia Mar Beach Resort. Transportation from the airport to the hotel may be
by car, taxi or shuttle. Neither of the two hotels provide complimentary
transportation to and from the Fort Lauderdale Hollywood International Air-
port. Convenient transportation from the Miami International Airport or
Palm Beach International Airport to the Fort Lauderdale Marina Marriott
Hotel or the Radisson Bahia Mar Hotel is provided by one of the shuttle van
services. The cost of the van service is approximately USD $15 to USD $20
per person from MIA and approximately USD $30 to USD $40 per person
from PBI. The trip to the hotel will take about 45 minutes from MIA and
about 1 and 1/2 hours from PBI after you have contacted the shuttle service.
There could be a 30-minute waiting time to get the shuttle service. An
alternative to using the shuttle van service from MIA~30 miles SW! or PBI
~60 miles NW! is to rent a car and drive to the hotel. Because of the cost,
travel by taxi from MIA ~USD $60! or PBI ~USD $100! to either the Fort
Lauderdale Marina Marriott Hotel or the Radisson Bahia Mar Hotel is not
recommended for riders travelling alone.

Hotel Accommodations

All technical sessions and some other daytime functions will be held at
the Greater Fort Lauderdale/Broward County Convention Center, which is
directly across the street from the headquarters hotel, the Fort Lauderdale
Marina Marriott Hotel. The evening functions and meetings will be held at
the Fort Lauderdale Marina Marriott Hotel. The Marriott is approximately 2
miles from Fort Lauderdale beach. For those who are interested in hotel

accommodation closer to the beach, the Radisson Bahia Mar Beach Resort
also has a block of rooms reserved for the meeting. Transportation is being
planned between the Radisson and the Convention Center. For either of the
two hotels, please make your reservations directly with the desired hotel and
ask for one of the rooms being held for the Acoustical Society of America.
If attendees expect to stay in the hotel close to the convention center they
are encouraged to make their reservations early. The reservation cutoff date
for the special discounted ASA rates is 1 November 2001; after this date the
special ASA rate will not be available.

The Fort Lauderdale Marina Marriott Hotel is the headquarters hotel.
Room rates are $125.00 Single/Double/Triple/Quad plus 11% state and local
taxes. To reserve a room contact the hotel directly at 1881 S.E. 17th Street,
Fort Lauderdale, FL 33316; Tel: 954-463-4000, Toll-free reservations: 800-
695-8284, Fax: 954-527-6701.

A limited number of rooms are available at the government rate.
The Radisson Bahia Mar Beach Resort is at the beach. Room rates are

$129.00 Single/Double/$139.00 Triple/$149.00 Quad plus 11% state and
local taxes. To reserve a room contact the hotel directly at 801 Seabreeze
Boulevard, Fort Lauderdale, FL 33316; Tel: 954-764-2233, Toll-free reser-
vations: 800-695-8284, Fax: 954-524-6912.

Remember to mention the Acoustical Society meeting when making
reservations.

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, E-mail address,
gender, smoker or nonsmoker, by 15 October to the Acoustical Society of
America, preferably by E-mail: asa@aip.org or by postal mail to Attn.:
Room Sharing, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502. The responsibility for completing any arrangements for room sharing
rests solely with the participating individuals.

Weather

During December, the climate is generally mild with bright, sunny
days and clear, cool nights. There is always the possibility of showers.
Daytime temperatures in Fort Lauderdale in December average about 23 °C
(75 °F). A sweater and jacket may be required for the evenings.

General Information

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device, is requested to advise the Society in advance of
the meeting: Acoustical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; E-mail: asa@aip.org

Accompanying Persons Program

Spouses and other visitors are welcome at the Fort Lauderdale meet-
ing. A hospitality room, specifically designated for accompanying persons,
will be open daily throughout the meeting. Information will be available
about activities in the Fort Lauderdale and the surrounding area, such as
restaurants, shopping, sports, museums, parks, nightlife, cultural events, and
other sites.

The Galleria shopping mall̂www.galleriamall-fl.com& is located 4
miles from the convention center, and courtesy shuttles are available from
the Marina Marriott for those staying at that hotel. The Galleria, has two
spectacular levels of world-class shopping at 150 stores.

Las Olas Boulevard̂ www.lasolasboulevard.com& in the heart of
downtown Fort Lauderdale, is lined with chic boutiques and fine dining
spots. Shops and galleries along this beautifully landscaped, gas-lighted
street carry a range of goods from European antiques to clothing and stained
glass lighting. Las Olas Boulevard can be reached by a short car or taxi ride
by the water taxi which can be boarded from right outside the hotels.

Sawgrass Mills^www.millscorp.com/sawgrass& is approximately 13
miles from the Convention Center and offers over 270 brand-name and
designer outlets plus specialty shops and restaurants.

Billie Swamp Safarî www.seminoletribe.com& at Big Cypress Reser-
vation; Tel: 941-983-6101, Toll-free: 800-949-6101. Learn about the land,
history, and culture of the Seminole Indians. Skim over glittering water-
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scapes in an airboat, experience a swamp buggy eco-tour, paddle a canoe,
walk the Swamp Trail and come face-to-face with the resident alligators.

Butterfly World ^www.introweb.com/butterfly& on 3600 W. Sample
Rd., Coconut Creek; Tel: 941-977-4400. Stroll through 3 acres of lush tropi-
cal gardens while thousands of live, brilliantly colored butterflies soar
around. Waterfalls, fish, hummingbirds, an insectarium, orchids and roses
complete the natural habitat.

International Game Fish Association~IGFA! Fishing Hall of Fame &
Museum ^www.igfa.org& on 300 Gulf Stream Way, Dania; Tel: 941-922-
4212 is a three story museum that includes five galleries, an outdoor marina,
a theater, and indoor/outdoor demonstration areas.

Just minutes from the beach, hotels, and convention center is the Riv-
erwalk ^www.goriverwalk.com& Arts and Entertainment District in the heart
of downtown Fort Lauderdale. It extends from SW 7th Avenue to SW 2nd
Avenue, and is Florida’s most beautiful mile! It showcases lush tropical
landscape and winding walkways linking downtown Fort Lauderdale’s cul-
tural attractions, restaurants, parks, and shops. The area includes the Bro-
ward Center for the Performing Arts, the Museum of Discovery and Science
with its Blockbuster 3D IMAX Theater, the Florida Grand Opera, Old Fort
Lauderdale, Museum of Art, the Fort Lauderdale Film Festival, and Strana-
han House. All are within walking distance of one another along brick-lined
Riverwalk, a meandering promenade that runs along the New River.

Museum of Discovery & Science and Blockbuster 3D IMAX Theater
^www.mods.org& on 401 SW 2nd St., Fort Lauderdale~Tel: 941-467-6637 or
941-463-IMAX! is a dynamic hands-on exhibit and five-story IMAX the-
ater.

Not only does Broadway come to Fort Lauderdale at the state-of-the-
art Broward Center for the Performing Arts along the New River in down-
town Fort Lauderdale’s Riverwalk Arts and Science district, but more than
20 home-grown theater companies perform year-round.

Registration Information

The registration desk at the meeting will open on Monday, 3 December
at the Greater Fort Lauderdale/Broward County Convention Center. To reg-
ister use the form included in the call for papers or online at^http://
asa.aip.org/lauderdale/lauderdale.html& or register online at ^http://
www.aip.org/forms/asa/registration–form.html&. If your registration is not
received at the ASA headquarters by 16 November you must register
on-site.

Registration fees are as follows:
Preregistration Registration
by after

Category 6 November 6 November

Acoustical Society Members $240.00 $290.00
Acoustical Society Members One-Day $120.00 $145.00
Nonmembers $290.00 $340.00
Nonmembers One-Day $145.00 $170.00
Nonmember Invited Speakers $240.00 $290.00
~Note: The fee is waived for these
speakers if they attend the meeting
on the day of their presentation only!
Students~with current ID cards! Fee waived Fee waived
Emeritus members of ASA $35.00 $45.00
~Emeritus status preapproved by ASA!
Accompanying Persons $35.00 $45.00
~Spouses and other registrants who
will not participate in the technical sessions!

Nonmemberswho simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50.00 discount off their
dues payment for the first year~2002! of membership.~Full price for dues:
$100.00.! Invited speakers who are members of the Acoustical Society of
America are expected to pay the registration fee, butnonmember invited
speakers who participate in the meeting for one day only may register
without charge. Nonmember invited speakers who wish to participate in the
meeting for more than one day will be charged the member registration fee,
which will include a one-year membership in the ASA upon completion of
an application form.

NOTE: A $25.00 PROCESSING FEE WILL BE CHARGED TO
THOSE WHO WISH TO CANCEL THEIR REGISTRATION AFTER
5 NOVEMBER.

Reports of Technical Committees 2000–2001

Acoustical Oceanography

I write this year-end report for Acoustical Oceanography~AO! with
mixed emotions, as I am now chairman ex-officio of AO, and this is my last
piece of ‘‘chairman’s business.’’ I feel a bit let down, as being the AO TC
chair was exciting, and put me in the center of a very active, motivated
group of researchers, as well as in close touch with the ASA as a whole. I
feel good, however, knowing that AO’s new chair, Dr. Peter Worcester, will
do a wonderful job leading the committee, and that AO will thrive under his
leadership. Peter is a longtime colleague and shipmate of mine, and is one of
the most knowledgeable and broad-based people in acoustics and oceanog-
raphy that I know. I also feel good that AO seems to have done reasonably
well under my stewardship, and that I did not incur any major disasters.
~OK, I inadvertently sent the Navidad virus out with one of my Chairman’s
memos, but I believe that was the worst of it!! Anyway, before I settle back
comfortably into my ‘‘ordinary citizen’’ status, let me discuss the last years
events in AO with you.

The primary activity for a technical committee chairman is to organize
the business that is transacted at the ASA meetings, and so let me start with
our last two meetings, in Newport Beach and in Chicago. The technical
sessions at both meetings were interesting and well attended. The Newport
Beach meeting featured three special sessions on ‘‘Bioacoustics’’~a more
and more important topic as the years go on!, a session on ‘‘Acoustic Mea-
surements of Sediment Transport,’’ and joint special sessions in ‘‘Detection
and Classification of Bubbles’’~with BB and PA! and ‘‘High Frequency
Sediment Acoustics and Associated Sediment Properties’’~with UW!. The
Chicago meeting featured three special sessions on ‘‘Acoustical Instrumen-
tation for Water Column Measurements,’’ two joint special sessions~with
UW! on ‘‘Inverse Methods for Sub-Bottom Surveys,’’ and a joint special
session~with UW! on ‘‘Benchmarking Range Dependent Numerical Mod-
els.’’ In addition, there were a number of excellent contributed sessions
rounding out the technical agenda. I would like to thank all the session
organizers for doing a wonderful job last year~and the two previous years,
as well!!—the AO sessions were all first rate! One of AO’s recent initiatives
that has helped to improve our technical sessions is the ‘‘Mini-Course in
Oceanography,’’ in which we have two oceanographers, generally from out-
side the ASA, attend the technical sessions to present one-hour mini-
tutorials about various areas of oceanography~which are generally related
topically to our sessions!. This initiative has been well received, and I am
pleased to know that Peter Worcester wants to keep it as an ongoing one
during his chairmanship. Last year, we were lucky to have George Rose and
Peter Wiebe talk at Newport Beach~on fisheries acoustics and zooplankton
acoustics, respectively!, and Larry Mayer and Manell Zakharia talk at Chi-
cago ~on applications of multibeam, wideband, and correlation sonars for
various water column investigations!.

Also part of our technical sessions is our ‘‘Best Student Paper
Awards.’’ At each meeting, we give awards~of $250, $150, and $100! to the
three papers that our judging panel deems best in AO. This year’s Newport
Beach winners were Kelley Benoit-Bird for ‘‘Acoustic Investigration of the
Hawaiian Mesopelagic Boundary Community,’’ Alex De Robertis for
‘‘Three Dimensional Acoustic Tracking of Krill With a Multibeam Sonar,’’
and Joshua D. Wilson for ‘‘Acoustic Detection and Classification of Hurri-
canes.’’ Our congratulaions to all of them.~The Chicago winners have yet to
be announced.!

Let me turn from the meetings to another topic, some of the Awards
and Prizes that AO has both received and given this last year. The biggest
piece of news has to be the receipt of the ASA’s Gold Medal by Hank
Medwin, AO’s founder. Hank has always been one of the ASA’s stars, in
research, teaching, and citizenship, and this prestigious career award is well
deserved! Way to go, Hank! On the ‘‘early career’’ side of things, our con-
gratulations go to John Colosi, who won the prestigious Wood Medal this
year. John’s work on the long-range acoustics has gained him recognition
worldwide, and it is great to see him receive this major award. Finally, let
me mention the Medwin Prize that was initiated this last year. The first
award of that Prize, which was initiated and funded by Hank and Eileen
Medwin, will go to Tim Leighton for his work on bubbles~highly fitting!!.
Unfortunately, due to some family health problems, Tim will be receiving
his prize at a future meeting, as he could not do so in Chicago. We con-
gratulate Tim on being a fitting and very deserving first recipient of the
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Medwin Prize, and send him our prayers and best wishes for his family’s
health. Finally, let me mention Fellows. Though I do not have the list of
recent AO Fellows close at hand~mea culpa!, I know we have done well in
having Fellows elected, and I hope to see this trend continue in the future.
There are still a number of people in our committee that deserve this rec-
ognition, and it takes our mutual efforts to see that they get it.

I will leave off with a tiny bit of philosophizing about three topics
concerning AO’s present and future. First, there is the ongoing debate over
the ‘‘specialization’’ that has gone on in the area of ocean acoustics. The
ASA now has committees in Underwater Acoustics, Acoustical Oceanogra-
phy, Animal Bioacoustics, and Signal Processing, all of which have large
components of underwater sound work. Some people in the ASA regard this
as ‘‘fragmentation.’’ However, I personally regard it as ‘‘inevitable evolu-
tion’’ of the kind that has been seen in many areas of science. But, that aside,
we still want and need to have these related groups interact, and would all
like to be able to hear talks in all these areas at the meetings. This is a
logistical problem more than anything else, and should be carefully ad-
dressed in the years to come. A second problem for all users of underwater
sound is marine mammal regulations. We need to both protect our marine
life and do our scientific work, and to do so, we need to work carefully with
the many groups concerned with regulating underwater sound. Currently, I
think that the people concerned with underwater sound in the ASA are doing
a good job addressing this. However, we cannot let down our guard!~As an
aside, Peter Worcester is extremely knowledgeable in this area, which
should be of great benefit to AO.! My final piece of folk-philosophy is a
question that my former graduate student, Rich Pawlowicz, used to ask
facetiously once in a while: ‘‘whither goest thou, Mr. Oceanographer?’’ A
little self-examination as to where the future might lie is often a good thing,
and perhaps we as a committee could consider doing this in the near future.
Just a thought! Well, let me formally sign off here. Thanks for putting up
with me for the past 3 years—it was great fun!

JAMES F. LYNCH
Chair 1998–2001

Architectural Acoustics

TCAA had a very productive year during 2000 with many presenta-
tions from meetings in Atlanta and Newport Beach~jointly with Noise–Con
2000! and the activities supported by Technical Initiatives from the Techni-
cal Council.

In summary the major events for the year included the ASA meetings
in Atlanta and Newport Beach, completion and publication of the Classroom
Acoustics booklet, continued work in support of the standards group on
Classroom Acoustics, work with the International Standards Organization
~ISO! and the Student Design Competition.

Sessions presented at the Atlanta meeting included Electronic En-
hancement and the Traditionally Unamplified Art Form; Stadium and Arena
Acoustics; Acoustical Design of Learning Spaces; Recent Authors of Books
on Architectural Acoustics; History of Architectural Acoustics with Ewart
Wetherill; Computer Modeling and Measurement Techniques for Large
Room Acoustics. Also at the Atlanta meeting was a poster session on Class-
room Acoustics. Our Technical Committee organizer for the Atlanta meeting
was Scott Pfeiffer. Session chairs and co-chairs included Scott Pfeiffer, Jack
Randorff, Brandon Tinianow, William Cavanaugh, Ron Freiheit, and Paul
Calamia. TCAA member Mendel Kleiner was welcomed as a Fellow to the
ASA. Dorie Najolia attended the student council meeting in Atlanta as the
TCAA representative. TCAA, Noise and NCAC jointly sponsored a Student
Reception. One of the special events of the Atlanta meeting was a book fair
which included a number of authors from Architectural Acoustics.

The Newport Beach meeting was held jointly with Noise–Con. A
number of joint sessions along with Noise were part of the Noise–Con
meeting; Heating, Ventilation, and Air Conditioning Noise; International
Noise Standards; Environmental Noise Focused on Combined Noise
Sources. The regular ASA sessions included Building Renovation and Sound
Scattering and Absorption; Integration of Synthesis Techniques and ‘‘Acous-
tical’’ Music; Amphitheater Acoustic Design and Sound Control for Nearby
Communities; Building Acoustics Test Standards; Speech Privacy in the
Built Environment; Measures of Auditorium Acoustics. Along with the ses-
sions there was a Technical Tour of the Orange County Performing Arts
Center hosted by Jerald Hyde. Representing the Architectural Acoustics
Technical Committee at the organizing meeting for the Newport Beach

meeting were Angelo Campanella and Lily Wang. The session chairs and
co-chairs for the Newport Beach meeting were Gary Siebein, Courtney Bur-
roughs, Paul Schomer, Brigitte Schulte-Fortkamp, Richard Campbell, Tony
Hoover, Dana Hougland, Les Blomberg, David Marsh, Angelo Campanella,
and Ken Roy. ASA welcomed TCAA members Soren Bech, Peter
D’Antonio, and Mark Holden as Fellows. TCAA, Noise and NCAC jointly
sponsored a Student Reception. TCAA along with TCEA under the direction
of Neil Shaw and Allan Devantier and in association with American Loud-
speakers Manufacturer’s Association, JBL Professional, JBL Consumer, In-
finity Systems and Revel held a Student Design competition for the design
of a loudspeaker system. First Honors and $1000 was awarded to Shawn
Devantier from the University of Victoria, British Columbia. Commenda-
tions and $500 each was awarded to to Ara Baghdassarian from the Univer-
sity of California, Northridge; Geoff Christopherson of the University of
Southern California and Dave Tremblay of the University of Colorado.

Technical Initiatives supporting TCAA were used for the following
projects in 2000: Publication of the Classroom Acoustics booklet developed
by Bob Coffeen, Ben Seep, and Robin Glosemeyer.

TCAA also maintained its participation in Continuing Education for
architects by providing AIA credits for presentations such as the Classroom
Acoustics Workshop.

Many of the members from TCAA participated in the Standard Work-
ing Group in the development of guidelines for acoustics properties of prop-
erly design classrooms. The group received funding from the Access Board
to develop this standard with the goal of completing the ANSI standard by
2001.

Participation remains strong in the technical committee with an in-
crease in the number of students recently attending.

RONALD R. FREIHEIT
Chair 1998–2001

Biomedical Ultrasound/Bioresponse to Vibration

Sixteen members attended the B&B technical committee~TC! meeting
in December, 2000, in Newport Beach, CA. Special sessions in Newport
Beach were organized by Tim Leighton and Ron Roy, while Mark Prausnitz
chaired a lengthy session and Larry Crum gave the ‘‘Hot Topics’’ lecture on
Biomedical Ultrasound. Carr Everbach organized and chaired the Topical
Meeting on ‘‘Physics of Echo-contrast Agents,’’ which had a maximum
attendance of over 50. Panelists for the Topical Meeting included John
Allen, Charlie Church, Bob Apfel, Kathy Ferrara, Larry Crum, Tom Matula,
Mike Averkiou, Jim Miller, Diane Dalecki, Lars Hoff, Andy Hurley, Junru
Wu, Wes Nyborg, and Jim Greenleaf. Mike Bailey was the TPOM represen-
tative for Newport Beach and arranged the papers into sessions.

Technical Initiatives from B&B for the year 2001 include webpage
development~please send links to your website to Shira Broschat for inclu-
sion on the B&B homepage!, a student paper contest in Chicago, travel
expenses of some invited speakers, and funds for inviting IEEE–UFFC
members to join ASA B&B. Sandy Poliachik will continue as our liaison to
the student council until the Fort Lauderdale meeting.

We continued our plan, since the Berlin meeting, of putting most of
our Special Sessions in the Spring ASA meeting each year, to avoid conflicts
with AIUM or IEEE.

The Chicago TC meeting in June, 2001, was attended by 29 people.
Special Sessions were organized by Doug Mast, Christy Holland, Brian
Fowlkes, and Pei Zhong~the Brad Sturtevant Memorial Session in Litho-
tripsy!. Glynn Holt, Paul Carson, Bill O’Brien, and Carr Everbach chaired
sessions, and Tom Royston organized the B&B student paper contest. Robin
Cleveland ably chaired the ‘‘Hot Topics’’ session and Brian Fowlkes was the
hero of the meeting for being the TPOM representative~arranging the pa-
pers into sessions and juggling room choices!. At the Chicago meeting,
B&B had 78 papers in eight sessions, all of which were well attended
~typically 40–60 attendees per session!.

In Chicago, Floyd Dunn and Ed Carstensen received commendations
for 50 years of membership in the ASA, and Christy Holland, Shira
Broschat, and Carr Everbach, were made new Fellows. Tim Leighton was
announced as the recipient of the first Medwin Prize.

The student paper contest in Chicago was very successful, with 13
entries and 18 judges. First prize went to Oliver Kripfgans~University of
Michigan! for ‘‘Acoustic vaporization of single droplets;’’ second prize went
to Sandy Poliachik~University Wash/APL! for ‘‘Role of high intensity fo-
cused ultrasound induced cavitation on platelet activation;’’ and third prize
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went to Mark Haun~University of Illinois! for ‘‘Efficient three-dimensional
cylindrical-geometry ultrasound imaging.’’

In keeping with our plan to use the Fall meetings for innovative for-
mats, we have currently planned a one-day Topical Meeting on ‘‘The Phys-
ics of Ultrasound in Relation to the Biology of its Therapeutic Effect,’’
organized by Pierre Mourad and Larry Crum. For the Pittsburgh meeting,
we are currently planning the following Special Sessions: Flow Character-
ization and Monitoring; Scattering Theory in Biological Media; Ultrasonic
Field Characterization; Ultrasound Propagation in Bone; Acoustic Micros-
copy. Additional good ideas include a grant-writing workshop and a special
session on ‘‘Funding Biomedical Engineering Research’’ which would bring
in funders such as Whitaker Foundation or Howard Hughes Medical Insti-
tute to explain what they do.

We are already planning the Cancun, Mexico meeting, that will take
place 2–6 December 2002, at the Fiesta Americana. Special sessions may
include the following: Ultrasound Meditated Drug Delivery and Gene Trans-
fection, Diagnostic Ultrasound Applications, Lithotripsy, Acoustics in Mul-
tiphase Media. Due to scheduling issues, we will need to finalize these plans
in Fort Lauderdale. We hope to see you at this or another upcoming meeting.

E. CARR EVERBACH
Chair 1999–2002

Engineering Acoustics

The Engineering Acoustics Technical Committee~EATC! met at each
of the two meetings of the Society, in Newport Beach and in Chicago. In
Newport Beach, the EATC sponsored three special sessions and two ses-
sions of contributed papers. The special sessions and their organizers were
Ultrasonic Sensors and Motors–Harold Robinson; Acoustic Measurements
and Materials Characterization–Lowell Smith; International Comparison of
Calibration Methods and Measurements–George Wong. In addition, EATC
was a co-sponsor of the Loudspeaker Student Design Competition, with
Architectural Acoustics. Julien Bernard won the EATC Student Paper Award
for the paper entitled ‘‘Design of actively tuned flexural piezoceramic bar/
disk transducers.’’

The EATC met in Newport Beach on the evening of Tuesday Decem-
ber 5, with 27 members and friends participating. One item of particular
interest to the committee was the issue of continued support by the Society
of the activities of ISO Technical Committee 108. For many years, the
society has maintained the Secretariat of TC108, which deals with Mechani-
cal Vibration and Shock. The Secretariat currently maintains 801 standards
and has 1401 additional standards in review, most of which will probably
be issued in the next year or so. The society estimates its costs at;$100k/
year to maintain this Secretariat. Mahlon Burkhard, George Wong, and Vic-
tor Nedzelnitsky spoke in favor of continuing support, while seeking outside
funding to cover at least a part of the costs. It was suggested that the
companies that are regulated by the TC108 standards should be a willing
source of funding for the Secretariat if they understood the issue. It was
further suggested that the income associated with running the Secretariat
will increase significantly as many new standards come online and we col-
lect the revenue from publication and sales. A poll of the members on
interest in continuing to maintain the Secretariat at least until it can be
assured that there is another US entity who could manage it was unani-
mously in favor~20 in favor, 0 opposed!.

In Chicago, the EATC sponsored three special sessions and three ses-
sions of contributed papers. The special sessions and their organizers were
Transducers for Underwater Vehicle Sonars–Thomas Howarth; Modern
Magnetostrictive Materials–Harold Robinson and Stephen Butler; Magne-
tostrictive Transducers–Stephen Butler and Harold Robinson. The first of
these special sessions was co-sponsored with the Technical Committee on
Underwater Acoustics.

The EATC met in Chicago on the evening of Tuesday June 5, with 26
members and friends participating. Members were happy to hear that the
Executive Council has agreed to continue the support of ISO TC108 at least
through this year while continuing to look for sources of funding outside the
Society. Interested committee members and friends are asked to recommend
companies, and people within those companies, who might be able to sup-
port these activities.

EATC would like to express its thanks to Robert Finch who completed
6 years of service as the chair of the Subcommittee on Awards and our
representative to the Medals and Awards committee of the Society. Bob
completes his tenure at this meeting having successfully submitted candi-

dates for the award of Silver Medal in Engineering Acoustics. Mahlon
Burkhard has agreed to act as Chair of the Subcommittee for the next term.
Many thanks to Bob for his years of service, and to Mahlon for his activities
in the future.

The Chair of EATC would like to thank all of the people who have
worked to make the activities of EATC successful for this year, and to invite
all interested parties to the EATC meetings to be held at future meetings of
the Society.

STEVEN C. THOMPSON
Chair 2000–2003

Musical Acoustics

2000–2001 was another eventful year for the Technical Committee on
Musical Acoustics~TCMU!. The December meeting in Newport Beach fea-
tured some special events in addition to the invited and contributed paper
sessions sponsored by the committee. Julius Smith presented the Tutorial
Lecture on Virtual Musical Instruments. Dean Ayers presented a Hot Topics
talk, ‘‘Recent studies of the lip reed: Low-tech experiments and stroboscopic
observations.’’ A special session on historical brass instruments and brass
band performance organized by Dean Ayers was followed by a performance
by the Americus Brass Band. Other Musical Acoustics special sessions at
Newport Beach were a session on modal analysis organized by Dan Russell
and a session on Asian musical instruments and traditions organized by Tom
Rossing and Jim Cottingham. The musical activities concluded on Friday
with a technical tour of the Fiske Musical Instruments Museum at The
Claremont Colleges.

There were three Musical Acoustics special sessions at the Chicago
meeting. A session on experimental musical instruments organized by Jim
Cottingham included invited speakers representing a variety of disciplines
and points of view. The session concluded with an extended demonstration
and performance on ceramic flutes by instrument maker/performer Susan
Rawcliffe. A special session on new synthesis techniques organized by Jim
Beauchamp included a hands-on demonstration of a continuum fingerboard.
The session, ‘‘3-D Spatialization for Music Applications,’’ organized by
Gary Kendall concluded with a concert illustrating diverse approaches to
music incorporating spatial features. The contributed paper session at Chi-
cago chaired by Uwe Hansen included papers on a wide range of topics.
Concluding this session were three papers on the acoustics of the Baltic
psaltery, which included demonstrations on several instruments.

Efforts to promote student involvement in musical acoustics continue
through the student paper competition and joint sponsorship of student so-
cials. Rachel Romond continues to serve as the Musical Acoustics represen-
tative on the ASA Student Council. There were nine entrants in the student
paper competition in Newport Beach and six entrants in Chicago. The win-
ner of the Best Student Paper Award in Musical Acoustics at Newport Beach
was Jeffrey Moffitt, of Baldwin–Wallace College, who presented ‘‘Self-
sustained oscillation as a function of blowing pressure in a one mass lip reed
model.’’ The award winning paper at the Chicago meeting was ‘‘Normal
modes of a finite element lip reed model,’’ presented by Daniel Ludwigsen
of Brigham Young University.

Technical initiative support enabled Uwe Hansen to conduct another in
the series of educational workshops on acoustics for teachers. A technical
initiative begun in 2000 and continuing into 2002 is a project being con-
ducted by Peter Hoekje which involves preparation of a set of demonstra-
tions in musical acoustics to be available on CD-ROM and on the web.

The representatives to the Technical Program Organizing Meetings in
2000–2001 were Dean Ayers for the Newport Beach meeting and Jim Beau-
champ for the Chicago meeting. The Chicago meeting marked the end of the
term of service for Roger Hanson as the TCMU representative on the Med-
als and Awards Committee. Jim Beauchamp has been appointed to replace
him on this committee. Representation from the TCMU on other ASA com-
mittees continues with Uwe Hansen on Membership Committee and Ian
Lindevald on the Committee on Standards. Stephen McAdams was ap-
pointed at the Chicago meeting to work with Dean Ayers as an additional
JASAAssociate Editor for Musical Acoustics. Members appointed or reap-
pointed to serve on the technical committee for terms expiring in 2004
include R. Dean Ayers, Judith C. Brown, Courtney B. Burroughs, Robert D.
Collier, George F. Emerson, Bozena Kostek, Barry Larkin, Daniel O. Lud-
wigsen, Thomas D. Rossing, Julius O. Smith, and William J. Strong.
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The web site for the TCMU continues to maintain current information
on musical acoustics at^http://www.public.coe.edu/;jcotting/tcmu&.

JAMES P. COTTINGHAM
Chair 1999–2002

Noise

As the first order of business in this report, the Technical Committee
on Noise would like to commend its outgoing Chair, Richard J. Peppin, for
3 years of outstanding service. During Rich’s tenure the membership of
TCN grew and became stronger. He promoted and encouraged many tech-
nical programs and special sessions of high quality. His leadership was
clearly evident, and due to his contributions TCN prospered and is in a great
position to continue to benefit its members, and the ASA. Thanks Rich!

The Technical Committee on Noise met twice in the past year: in the
fall of 2000 in Newport Beach, CA, and in the spring of 2001 in Chicago,
IL. Both meetings had a great turnout.

The ASA meeting in Newport Beach was particularly well attended, as
it was a joint meeting with the Institute for Noise Control Engineering
~INCE!. This was a very large and successful meeting for the noise commu-
nity, with over 25 Special Sessions with more than 130 papers. As Leo
Beranek and Bill Lang pointed out in a distinguished lecture on the History
of the ASA in Noise Control at the meeting, the ASA and INCE must
continue to combine efforts on both future meetings and publications in
order to stay strong and serve their constituencies. The Newport Beach
meeting could serve as a model for future collaboration between the ASA
and INCE.

It was also noted that the meeting of the National Council of Acous-
tical Consultants~NCAC! held in conjunction with the ASA meeting was the
largest ever. Most members agreed that the joint meeting with INCE was a
significant factor.

There are many people to thank for the success of the Newport Beach
meeting, including the Program Organizers, Rich Peppin, Brigitte Schulte-
Fortkamp, George Maling, Alan Marsh, and John Van Houten; the Session
chairs, Bruce Walker, James Thompson, Alan Marsh, Gordon Bricken, Rob
Greene, Greg Tocci, Gary Siebein, Dave Lubman, Glenn Warnaka, John Van
Houten, Ken Cunefare, Bob Hellweg, Lou Sutherland, Brigitte Schulte-
Fortkamp, Joe Pope, Frank Brittain, Paul Schomer, Dan Raichel, Paul Dona-
van, Bob Putnam, and Tor Kihlman, and, of course, all of the paper present-
ers.

The ASA meeting in Chicago offered a number of fine sessions on a
variety of topics from soundscapes and community noise policy to automo-
tive and aircraft noise source measurement and control. TCN also cospon-
sored several sessions with architectural and engineering acoustics. Thanks
go to the Program Organizers, Angelo Campanella and Bennett Brooks;
Session chairs, Brigitte Schulte-Fortkamp, Dan Raichel, Angelo Cam-
panella, Bob Hellweg, Gilles Daigle, Dave Lubman, and Joe Pope, and the
many paper presenters.

The positive position of TCN is evidenced by the enthusiastic support
by members for developing many noteworthy special sessions and tutorials
for the upcoming meetings in Fort Lauderdale, Pittsburgh, and Cancun.
These meetings should prove to be very interesting and rewarding.

An area of continued visibility is the Standard on Classroom Acous-
tics. The draft standard has now been approved by the ANSI S-12 Commit-
tee on Noise, and final comments are currently being resolved. It is expected
that the standard will be published later this year. That should help to con-
tribute to quieter classrooms, and a more educationally friendly environment
in our schools.

Also, as many know, the new ASA Standards Manager, Susan Blaeser,
has moved the Standards office to Melville, Long Island, near the ASA main
office, from its previous Wall Street location. This should allow better sup-
port and coordination of its extensive standards work. In related news, the
ASA Executive Council committed to continue its support for the Secretariat
of the ISO Technical Committee TC 108 on Shock and Vibration. It was
recognized that support of US participation and leadership in this area of
international standards is crucial to the Society. The ASA Committee on
Standards is exploring ways of increasing funding for this effort. One way is
to encourage TCN members to seek support from their organizations for
membership in one or more of the ANSI S committees. The cost is truly
small relative to the significant benefits.

TCN would like to thank Noral Stewart for his leadership and efforts
to further the Outstanding Papers by Young Presenters awards. Many can-

didates presented papers, and Noral organized a large contingent of judges.
As of this writing, the results are still being tabulated. Any awards for the
Chicago meeting will be declared in forthcoming TCN announcements. The
latest award was recently presented to Alan Kennedy for his paper at the
Columbus meeting.

Technical Initiative funding for TCN activities continues in the areas
of the younger presenter awards, web page maintenance, the student recep-
tion, and the development of the online library~see www.nonoise.org!. New
areas include support for a classroom construction TV documentary~with
TCAA and TCSC!, and funds to distribute the classroom acoustics booklet
in PDF format.

In other action, TCN membership elected to cosponsor a Miguel
Junger Retrospective session. Also, TCN is actively seeking candidates for
the position of Student Representative to the ASA Student Council. Some
travel support is being offered. Candidates and the sponsoring faculty mem-
ber should contact the TCN Chair.

Finally, on a personal note, I would like to express my heartfelt appre-
ciation to the TCN membership for giving me the opportunity to serve you
as Chair. It is my hope that I can meet the high expectations for this position
established by my predecessors. With your help, TCN can continue to pro-
vide an outstanding forum for the evolving exchange of ideas in the noise
community.

BENNETT M. BROOKS
Chair 2000–2003

Physical Acoustics

We continue to have nice, well-attended technical committee meetings.
Forty-three people attended in Newport Beach, with seventy-six in Chicago.

I believe that the pleasant homey atmosphere of the Acoustical Society
is due in large part because it is largely a society of volunteers. Our thanks
go out to them. Sameer Madanshetty agreed to continue serving as our
representative on the ASA Committee on Standards, Steven Garrett agreed
to continue serving as our representative on the Membership Committee.
James Sabatier represents us on the Medals and Awards Committee. Preston
Wilson has been representing students in physical acoustics at the Student
Council. Larry Wilen and Anthony Atchley were our TPOM representatives
in Chicago, and I did it in Newport Beach. Kevin Bastyr and Matt Poese
have helped us with refreshments at our TC meetings. Special sessions were
organized by Jim Sabatier and George Mozurkewich. Thank you all.

Mark J. Marr-Lyon won the first place prize~$300! for his presentation
‘‘Passive stabilization of capillary bridges in air with acoustic radiation pres-
sure and the equilibrium shape of bridges,’’ and Ray Scott Wakeland re-
ceived the second place prize~$200! for ‘‘Numerical model of heat ex-
changers in oscillating flow with oscillating pressure,’’ in our first Best
Student Paper in Physical Acoustics competition in Chicago. It was a diffi-
cult decision for the judges since so many of the papers were excellent.
Picking winners was much like splitting hairs, but in the end the subcom-
mittee decided to follow the original rules and not split the awards up
further. The effort to judge the papers was organized by Keith Wilson, and
he was assisted by James Chambers, Kerry Commander, Kenneth Gilbert,
Bart Lipkins, Philip Marston, Ralph Muehleisen, David Chambers, Sandra
Collier, and Steven Kargl.

At the Newport Beach meeting, Gregory W. Swift received the Silver
Medal in Physical Acoustics for his work in thermoacoustics.

As a technical initiative, we cosponsored with Eindhoven University
of Technology the First International Workshop in Thermoacoustics, held
April 23–25, 2001, at s’Hertogenbosch, The Netherlands. It was great! It
was a nice mix of the usual ASA thermoacoustics people with their coun-
terparts in Europe and Asia. It was also a nice mix of the usual work seen in
the ASA with other related work in pulse tubes, Stirling cycles, and com-
bustion that we normally do not see. The principal force behind this meeting
was Jos Zeegers of Eindhoven University, and he was assisted by Fons de
Waele, Charles Schmid, Greg Swift, and myself. There was the feeling at the
close of the workshop that we should do this again after a few years.

We decided in Newport Beach to have Socials for Students in Physical
Acoustics every other meeting since they can be difficult to organize and
expensive to run the way we have been doing them—off the meeting site in
a brew pub or tavern. Our social in Chicago had to be cancelled because the
tavern at which it was to be held went out of business just before the
meeting. We then discussed at the Chicago TC meeting whether we should
join in with one of the other two agglomerations of technical committees
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that hold socials in the meeting hotel. This would be a lot less work for the
organizers, as it is difficult to scope out the meeting area during the TPOM
before the main meeting and often we do not have anyone local at the
meeting site. But Matt Poese spoke, it seemed for the rest of the students
present, that they would much prefer what we were doing at the off site
locations. So we agreed to give it another shot at the upcoming Fort Lau-
derdale meeting.

ROBERT M. KEOLIAN
Chair 1999–2002

Psychological and Physiological Acoustics

As expected, the ASA meeting held in Newport Beach was not well
attended by P&P members. There were three podium or poster sessions and
no special sessions. This is in keeping with the policy of P&P to de-
emphasize the fall meeting. Thanks to Bruce Berg for serving as P&P Tech-
nical Program Chair and to Monita Chaterjee, Abeer Alwan, and Bob Shan-
non for their contributions to the organization of the meeting. At the P&P
open meeting, the major agenda items were the reports from the Associate
Editors and plans for special sessions for Chicago. Five sessions were sug-
gested and the chair indicated that 3–4 would be chosen by polling the
members of the Technical Committee. It was also noted that at the Chicago
meeting there would be two History lectures, one given by Murray Sachs,
the other by Ira Hirsh. The results of a poll of the members of the P&P
Technical Committee on whether there should be awards for ‘‘best paper’’
and for ‘‘best student presentation’’ were reported. All 18 committee mem-
bers responded: the vote was 16 against, one for, and one neutral. This
reaffirms P&P’s long-standing opposition to such awards. The reasons for
this opposition, which is strenuous, are varied but generally center around
the attitude that ASA papers in P&P are already expected to be excellent,
that the negative consequences of such awards would more than offset any
potential improvement in quality, and that the political and practical aspects
of implementing the awards make them unfeasible.

The Chicago meeting was very well attended and there was consider-
able P&P activity: six full podium or poster sessions, two special sessions,
and two history presentations. In addition, there were several sessions that
were co-sponsored by P&P, including a special session honoring Harry Lev-
itt and a session on the dynamics of speech production and perception.
Thanks to Ann Clock Eddins for organizing the session on neuroimaging
and to Ruth Litovsky for the session on behavior and physiology. Both of
these P&P special sessions were interesting, well attended, and, by all re-
ports, successful. Murray Sachs presented a fine, scholarly history of physi-
ological acoustics in ASA and Ira Hirsh gave a unique lecture on the history
of psychological acoustics in ASA. With so many sessions, avoiding conflict
is difficult. Thanks to Stan Sheft and Bill Shofner for organizing the ses-
sions.

The P&P open meeting was somewhat rowdy but accomplished its
important goals. There was brief discussion of special sessions for the Pitts-
burgh meeting~Spring 2002! and six potential sessions were presented to
the Technical Council on Friday, June 8. In keeping with P&P policy, there
are no special sessions planned for the Fall meetings in Fort Lauderdale
~2001! or in Cancun ~2002!. P&P representatives on ASA committees
~Peggy Nelson, ASACOS, and Marjorie Leek, Medals and Awards! de-
scribed the function of these committees. The new P&P representative on
the ASA Membership Committee is Ervin Hafter. He replaces Tino Trahiotis
who was thanked for his brief tenure on Membership. Although any Fellow
can nominate someone for Fellowship in ASA, P&P requests that nomina-
tions for P&P Fellows be sent via our representative on the Membership
Committee. This will help assure that this important process is orderly and
that no deserving person is overlooked. Although he was terminated from
Membership by the P&P Chair for recent lapses, thanks to Dennis McFad-
den for his role in overseeing the initial stages of implementing this proce-
dure and, far more importantly, for helping to correct P&P’s negligence in
nominating deserving persons for Fellowship in ASA. Congratulations to the
most recent P&P Fellows: Paul Abbas, Soren Bech, Michael Gorga, John
Grose, Virginia Richards, and Mario Ruggero.

The P&P Associate Editors gave their reports and there appears to be
no major changes in editorial activity. Sid Bacon’s term as Associate Editor
ends July 1. He was thanked for his excellent service. After again stressing
the crucial importance of the Associate Editors, the chair, who also should
be terminated for incompetence as well as for tackiness, announced that
Neal Viemeister will replace Bacon as Associate Editor.

Six new members of the Technical Committee were elected during the
meeting: John Culling, Torsten Dau, Armin Kohlrausch, Robert Lutfi, Chris-
tine Mason, and Brian Moore. Their terms begin after the meeting in Spring,
2002. Thanks to the people who agreed to be on the ballot and to the
outgoing members, who prepared the ballot: Bob Carlyon~Election Chair!,
Prudence Allen, David Dolan, Brent Edwards, Nina Kraus, and John
Rosowski. The meeting concluded with a nice reception hosted by the
Parmly Hearing Institute and its director, Bill Yost. Highlights of the Chi-
cago meeting occurred during the Plenary Session/Awards Ceremony where
Bill Hartmann was awarded the Helmholtz–Rayleigh Interdisciplinary Sil-
ver Medal and Andrew Oxenham was awarded the R. Bruce Lindsay Award.
Bill has been a valuable contributor to P&P and, as his fine acceptance
speech suggested, his heart is somewhere within the body of psychoacous-
tics, probably between the ears. Andrew’s Lindsay award, which is for sub-
stantial contributions for youngsters under 35, was especially significant for
P&P because it attests to the youthful vigor and excellence of P&P.

P&P representation in ASA is very good. Bill Hartmann was anointed
President of ASA, Jan Weisenberger became Vice President, Bill Yost is
Vice President Elect and is on the Executive Council, and Donna Neff
continues her service on the Executive Council. Our congratulations and
thanks to all four. Finally, P&P continues with its standard Technical Initia-
tives, which include travel support for invited speakers, student receptions,
and homepage maintenance. Suggestions for innovative uses for these funds,
such as workshops, satellite meetings, etc., are welcome~E-mail:
nfv@tc.umn.edu!.

NEAL F. VIEMEISTER
Chair 1999–2002

Signal Processing in Acoustics

Signal and image processing methods are the technological engines
that provide much of the driving impetus to extract the desired information
from both simulated and measured acoustical data within each of the indi-
vidual acoustical application areas represented by the various Technical
Committees~TCs!. For instance, these applications range from processing
animal bioacoustic sounds, structural vibrations, underwater acoustics,
speech, biomedical ultrasound, as well as acoustical imaging and tomogra-
phy. Over this year the Technical Committee on Signal Processing~SP! in
Acoustics has sponsored many technical sessions jointly with the TCs and
individually on Processing Tutorials discussing critical technologies in sig-
nal processing that directly impact many of the TC areas of high interest.
The Gallery of Acoustics sponsored and administered annually by SP has
become a staple at the ASA meetings. Our Technical Liaisons assure that we
are continuously interacting at all levels with the TCs. The upcoming Signal
Processing Challenge Problem on the ASA web site along with our own SP
web site provides a venue for signal processing colleagues to interact with
us through the ASA.

We were elected to the status of a full Technical Committee by the
Executive Council based on the recommendation of the Technical Council
~11 TCs voted yes, 1 abstention!. We are now ‘‘officially’’ the TECHNICAL
COMMITTEE on Signal Processing in Acoustics with 262 members at the
time of the vote. We encourage any signal processors to choose SP as their
committee. Since we are now a TC, we have appointed David Havelock as
our representative on the Membership Committee, Stan Erhlich as our rep-
resentative on the Medals and Awards Committee, and David Evans as our
representative on the Standards Committee. Also, Dave Havelock, the pre-
vious chair of SP, constructed a ‘‘brand new, shiny’’ web site for us~with
links under ASA—check it out!. Brian Ferguson, one of our SP members
was elevated to the prestigious grade of ASA Fellow at the Chicago meeting.

Signal and image processing are the underlying technologies that en-
compass many of the efforts in acoustics through the necessity to model,
acquire, analyze, and extract the required information from noisy measure-
ment data. It is for these reasons that the Technical Committee on Signal
Processing in Acoustics~SP! continues to foster a growing interaction with
each of the Technical Committees through the sponsoring of joint sessions
and tutorials. This effort was made by the various signal processing related
sessions throughout the Newport Beach and Chicago meetings.

At the 140th ASA meeting in Newport Beach, California, the SP spon-
sored or co-sponsored eight sessions: one contributed session and seven
special sessions. These sessions were entitled

‘‘Signal Processing Techniques,’’~SP!, Chair: David I. Havelock; ‘‘Vi-
bration and Noise in Structures I ’’~SA/SP/PA!, Chair: Sean F. Wu; ‘‘Vibra-
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tion and Noise in Structures II,’’~SA/SP/PA!, Chair: Scott D. Sommerfeldt;
‘‘Acoustical Imaging,’’ ~SP! Chair: David H. Chambers; ‘‘Signal Processing
for Speech,’’~SC/SP!, Chair: Shrikanth S. Narayanan; ‘‘Acoustic Time Re-
versal and Acoustic Communications,’’~UW/SP! Chair: David R. Dowling;
‘‘Novel Optical Techniques for Measuring Surface Vibration,’’~PA/N/Stds
S2/SP/SA!, Co-Chairs: James M. Sabatier and Benjamin A. Bard; ‘‘Blind
Deconvolution and Source Separation in Acoustics’’~SP! Chair: Leon Sibul.

The ‘‘Gallery of Acoustics’’ sponsored by SP and compiled, set up, and
displayed by Randall W. Smith and Preston S. Wilson was one of the high-
lights of the meeting. Our winner for the Newport Beach meeting was
Michel Versluis, Barbara Schmitz, Anna von der Heydt, and Detlef Lohse,
University of Twente, The Netherlands with the entry entitled, On the Sound
of Snapping Shrimp. There will be galleries set up in the Fort Lauderdale
meeting. The Gallery provides ‘‘creative’’ acousticians the opportunity to
display the results of their efforts in a more creative light.

The 141st ASA meeting in Chicago, Illinois featured more joint SP
sponsored/co-sponsored sessions with 14 total sessions: 3 contributed and
11 special. These sessions were ‘‘Signal Processing for Underwater Acous-
tics,’’ ~SP! Chair: Brian G. Ferguson; ‘‘Signal Processing for Airborne
Acoustics,’’~SP! Chair: Charles F. Gaumond; ‘‘Nondestructive Testing Sig-
nal Processing,’’~SP! Chair: David H. Chambers; ‘‘Role of Signal Process-
ing in Understanding Echolocation,’’~AB/SP! Chairs: James A. Simmons;
‘‘Novel Imaging Techniques in Biomedical Ultrasound,’’~BB/SP! Chair:
Christy K. Holland; ‘‘Bayesian Signal Processing Approach in Acoustics,’’
~SP/UW! Co-Chairs: James V. Candy and Ning Xiang; ‘‘Coded Signals for
Acoustics Applications,’’ ~SP/AA/BB/UW! Co-Chairs: Ning Xiang and
Wing T. Chu ‘‘Beamforming and Adaptive Aberration Correction,’’~BB/SP!
Chair: T. Douglas Mast; ‘‘Machinery Prognostics,’’~SA/EA/N/SP! Chair:
David C. Swanson; ‘‘A Microphone Array for Hearing Aids,’’~SP! DISTIN-
GUISHED LECTURE: Professor Bernard Widrow, Stanford University,
Chair: James V. Candy; ‘‘Information Theory Analysis of Animal Acoustic
Communication,’’ ~AB/SP! Chair: John R. Buck; ‘‘Underwater Acoustic
Communications I: Algorithm Design and Analysis for Realistic Propaga-
tion Conditions,’’~UW/SP! Chair: James C. Presig; ‘‘Underwater Acoustic
Communications II: Algorithm Design and Analysis for Realistic Propaga-
tion Conditions,’’~UW/SP! Chair: James C. Presig; ‘‘Speech Analysis and
Synthesis Techniques and Their Applications to Acoustics,’’~SC/SP! Co-
Chairs: Jose A. Diaz and Emily A. Tobey; ‘‘Signal Processing for Auditory
and Speech Systems,’’~SP! Chair: Robert Bilger.

We had our first, ‘‘Best Young Presenter Award’’ which turned out to
be a tie with the winners splitting the cash prize. Our winners were Patrick
J. Wolfe for the presentation ‘‘A Bayesian Framework for Perceptually Mo-
tivated Audio Signal Enhancement,’’ and Corey I. Cheng for the presenta-
tion, ‘‘Error Analysis of HRTF’s Measured with Complimentary~Golay!
Codes.’’

We also offered a short course in both Newport Beach and Chicago
entitled, ‘‘Applied Acoustical Digital Signal Processing.’’ It was presented
by James V. Candy and will be offered again in Fort Lauderdale.

In a concerted effort to enhance the communications between the SP
and the other Technical Committees, Technical Liaisons~TL! were created
for each TC. A Technical Liaison is a member of the SP who represents the
interests of the group to other Technical Committees~e.g., Underwater
Acoustics!. The TL would attend the SP meeting as well as his particular
Technical Committee meeting. He would primarily facilitate the CO-
SPONSORING of joint sessions with SP~our charter! and the Committee
assuring no technical overlap with other sessions. The following SP mem-
bers are the current Technical Liaisons: Acoustical Oceanography—James
Miller; Animal Bioacoustics—Brian Ferguson; Architectural Acoustics—
Deborah Grove/Ning Xiang; Biomedical Ultrasound/Bioresponse to
Vibration—Shira Broschat/Stergios Stergiopoulos; Engineering Acoustics—
Stan Ehrlich; Musical Acoustics—John Impagliazzo; Noise—Dave Evans/
Joe Pope; Physical Acoustics—Dave Havelock/Kent Lewis/Dave Chambers;
Psychological and Physiological Acoustics—Open; Speech
Communication—Jose Diaz; Structural Acoustics and Vibration—Stuart
Bolton/Dave Swanson; Underwater Acoustics—Ed Sullivan/Geoff Edelson/
Jean-Pierre Hermand.

We also would like to recognize our JASA Associate Editor for Acous-
tical Signal Processing, John C. Burgess. His efforts often go unnoticed, but
the results are clearly visible in a higher quality publication.

We are participating in Acoustic Research Letters Online~ARLO! and
James V. Candy is the Associate Editor for Acoustical Signal Processing.

This is an on-line medium offering the exploitation of color, imaging, sound,
and various multi-media presentations with a rapid turnaround policy for
short articles~six pages! or letters. It is strictly complimentary to the normal
full-length JASA articles.

The efforts of David Evans on the Standards Committee are also im-
portant to the SP. We would also like to recognize our recording secretary,
Charles Gaumond, and Dave Havelock and Martin Bartlett for creating,
updating, and maintaining our web site, another task that requires much
effort but yields little return. Surf to our site and get all of the current tidbits
of information and links to other processing web sites. Our web address is
http://www.arlut.utexas.edu/asaspweb/

JAMES V. CANDY
Chair 2000–2003

Speech Communication

Dr. Diane Kewley-Port has been elected to Chair the Speech Technical
Committee for the next 3 years.

Productivity for the Speech Technical Committee has been excellent
with a number of individuals providing substantial contributions. In the
following paragraphs, a brief account will summarize the activities of the
Committee and describe key issues, which are being considered by the
Committee. Feedback on any issue is welcomed and may be addressed to
any member of the Committee. Current members of the Committee are
Catherine T. Best, Rene Carre, Robert D. Frisina, Megan M. Hodge, Jody E.
Kreiman, Charissa R. Lansing, Diane L. Meador, Christopher A. Moore,
Shrikanth S. Narayanan, John J. Ohala, Dwayne Paschall, Astrid Schmidt-
Nielsen, Samuel A. Seddoh, Anu Sharma, Winifred Strange, Elaine T. Sta-
thopoulos, Emily A. Tobey, Mariko Aoki, Shari R. Baum, Suzanne E.
Boyce, Christopher S. Campbell, Randy L. Diehl, David Dorado, Bruce
Gerratt, John H. L. Hansen, Jean-Paul Haton, Sarah Hawkins, Mark S. He-
drick, Sun-Ah Jun, Klaus J. Kohler, Nancy S. McGarr, Ian E. Rogers, Robert
Ruiz, Caroline L. Smith, Greg S. Turner, Negalapura Viswanath, Carol Y.
Espy-Wilson, Marios S. Fourakis, John W. Hawks, William F. Katz, Patricia
A. Keating, Paul A. Luce, Deborah M. Rekart, Juergen Schroeter, Janet W.
Stack, Mario A. Svirsky, Rosalie M. Uchanski, and Gary G. Weismer. The
ex officio members of the Committee are Keith R. Kluender, Anders
Lofqvist, Douglas D. O’Shaughnessy, Christopher W. Turner, Maureen L.
Stone, and James M. Hillenbrand. If you are interested in becoming a mem-
ber of the Committee, please contact Diane Kewley-Port.

Web Page Improvements

Bob Port continues to do a great job developing the web page for the
Speech Communication Committee~asa.aip.org!. The page describes the
mission and scope of our division within the Society, lists interesting web
sites related to speech communication, provides a listing of upcoming meet-
ings related to speech communication, and describes student activities spon-
sored by our Committee. Please contact Bob Port if you have ideas regard-
ing new additions to the page.

Student Activities

The Committee sponsors two activities, an evening reception and com-
petition with a cash award for best oral or poster presentation, geared espe-
cially for students in Speech Communication at each ASA meeting. Atten-
dance at the Chicago meeting student reception was excellent with
approximately 30 students participating in the event. The reception for stu-
dents at the Newport Beach meeting was ‘‘standing-room’’ only with over
50 attendees from Speech Communication, Psychological and Physiological
Acoustics, Animal Bioacoustics, and Musical Acoustics.

Members of the Speech Communication Community serve as judges
to independently rate the presentations over the course of the meeting. The
outstanding student presentation in Newport Beach went to Angelique Gros-
georges and the outstanding student presentation in Chicago went to Om D.
Deshmukh for his paper on ‘‘Robust speech event detection using strictly
temporal information.’’

Melissa Epstein from the University of California Los Angeles contin-
ues to serve as our representative to the ‘‘ASA Student Council,’’ an initia-
tive started by our past president, Pat Kuhl. She reported favorably on the
meeting and the items discussed by the students will form an exciting
agenda throughout the upcoming years.
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Editors

Current editors for our divisions within the Journal of the Acoustical
Society are Keith Kluender, Anders Lofqvist, Douglas O’Shaughnessy, and
Christopher Turner. They encourage all to submit manuscripts for consider-
ation to the Journal. In addition, Jim Hillenbrand is editing sections of
ARLO and is now our representative to ASACOS.

Raymond H. Stetson Scholarship in Phonetics and Speech Production

Through donations made by Arthur Benton and Mac Pickett, a schol-
arship has been established in honor of Raymond Stetson. Members who are
interested in contributing to this fund should send their donations to the
Acoustical Society Foundation and specify the Stetson Scholarship. Students
who are interested in motor speech production~motor coordination of
speech organs, kinematics of speech articulation, aerodynamics of speech or
combined acoustic/kinematic modeling of speech!, phonetics~linguistic is-
sues related to speech, articulatory phonology, or experimental phonology!,
or bio-developmental factors in speech~neural function or infant/child de-
velopment of speech communication! are invited to apply. Patricia Keating
chaired a subcommittee composed of Ken Grant, Roger Chan, Gary Weis-
mer, and Jim Hillenbrand, to review the selection criteria and mechanics of
selection. The subcommittee has revised the application form and stream-
lined the selection procedures.

Special Initiatives

Peggy Nelson and Sig Soli are preparing a booklet describing the
rationale for spending additional monies on acoustically sound classrooms.
Any member who has an idea for a special ASA technical initiative in
Speech Communication should contact one of the Committee members or
Diane Kewley-Port.

Medals, Awards, and Fellows

Gary Weismer is the representative for Speech Communication to the
Society’s Medals and Awards Committee and Maureen Stone is our repre-
sentative to the Membership Committee, which makes decisions regarding
Fellows of the Society. Please contact them if you wish to nominate an
individual for either honor.

EMILY TOBEY
Chair 1998–2001

Structural Acoustics and Vibration

At the Newport Beach meeting~Fall 2000!, the structural acoustics
and vibration TC sponsored three special sessions. ‘‘Diagnostics of vibration
and noise in structures’’ was organized by Sean Wu of Wayne State Univer-
sity, ‘‘Acoustic microsensors’’ was organized by Vasu Varadan of Penn State
University, and ‘‘Novel optical methods for measuring surface vibration’’
~joint with physical acoustics! was organized by James Sabatier of the Uni-
versity of Mississippi. The TC also sponsored a Student Paper Award com-
petition. The first place paper at Newport Beach was given by J. D. Clark
from Duke University~Rob Clark–advisor! and the second place paper was
given by Nassif Rayess from Wayne State University~Sean Wu–advisor!.

There were again three special sessions sponsored by the TC at the
Chicago meeting~Spring 2001!. ‘‘Complexity and random matrix theory I &
II’’ were organized by Richard Weaver of the University of Illinois, ‘‘Ma-
chinery prognostics’’~joint with signal processing in acoustics, noise, and
engineering acoustics! was organized by David Swanson of Penn State Uni-
versity, and ‘‘David G. Crighton memorial session I, II, & III’’~joint with
physical acoustics! were organized by Paul Barbone of Boston University.
In addition, Yves Berthelot of Georgia Tech University represented our com-
mittee admirably in the ‘‘Hot Topics’’ session. Yves gave a very nice pre-
sentation on ‘‘Hot topics in structural acoustics: Optical imaging of surface
vibrations—Some new developments and applications.’’ The Student Paper
Award competition was again sponsored, and we would like to thank Greg
McDaniel of Boston University for his efforts with this competition. The
first place paper at Chicago was given by Paulo Alves from the State Uni-
versity of Campinas in Brazil~Jose Arruda–advisor! and the second place
paper was given by Sondipon Adhikari of Cambridge University~J.
Woodhouse–advisor!. In addition, there were special sessions planned in
Chicago for the next three meetings that promise to be very interesting.

There has been considerable discussion in ASA and in the SAV TC
over the past year regarding ISO TC 108~dealing with shock and vibration
standards!. It has been debated whether ASA should continue its support of
this standards committee. There has been a strong encouragement from the
SAV TC to continue support, and the Executive Council has approved con-
tinued support for this year. However, if we wish to see support continue, it
would behoove us to work with Susan Blaeser to identify potential organi-
zations who would be willing to offer some financial support for these
efforts. We have been encouraged to forward information on potential con-
tributors to Susan at E-mail: sblaeser@aip.org.

Our TC has also been affected by the restructuring of the JASA asso-
ciate editors. We now have four associate editors for structural acoustics:
Jerry Ginsberg, Andrew Norris, Richard Weaver, and Earl Williams. We
would like to express our appreciation to Paul Remington and Courtney
Burroughs who have served long and well as associate editors for structural
acoustics. Finally, Sabih Hayek is our representative for structural acoustics
on ASA’s Medals and Awards Committee, and Courtney Burroughs is our
representative on the Membership Committee, which makes decisions re-
garding Fellows of the Society. If any of you wish to nominate an individual
for any of these honors, please contact Sabih or Courtney.

SCOTT D. SOMMERFELDT
Chair 2000–2003

Underwater Acoustics

The main activities of the Underwater Acoustics Technical Committee
~UWTC! centered around the Newport Beach and Chicago meetings.

The UWTC representatives to the Newport Beach Technical Program
Organizing Meeting~TPOM! were Kevin Smith and David Dowling. This
meeting featured two special sessions on High-Frequency Sediment Acous-
tics and Associated Sediment Properties and Processes. These sessions were
co-sponsored by the Acoustical Oceanography Technical Committee
~AOTC! and were chaired by Eric Thorsos and Kevin Williams. Underwater
Acoustics also co-sponsored a special session with Signal Processing and
Speech Communication on Blind Deconvolution and Source Separation in
Acoustics. Leon Sibul was the chairman for this session.

At the Newport Beach meeting, the UWTC joined with the Acoustical
Oceanography, Psychological and Physiological Acoustics, Speech Commu-
nication, and Signal Processing Committees to sponsor a well-attended stu-
dent reception. This worked out very nicely—by combining our resources,
we were able to have great refreshments and a much livelier crowd. The
UWTC also held a student paper competition. The winners were Prunima
Ratilal, Allen Reed, and Karim Sabra. The chairman of the judges commit-
tee was William Siegmann.

At the Technical Committee meeting in Newport Beach we discussed
the change in status of the Interdisciplinary Technical Group on Signal Pro-
cessing~ITG–SP!. The ITG–SP had requested to become a new Technical
Committee~TC!. Some concern was expressed that this new technical com-
mittee would draw members away from the UWTC, similar to what hap-
pened when the Acoustical Oceanography TC was formed. Most people felt
that the UWTC, the AOTC, and the ITG–SP were coordinating their activi-
ties very well and that this new TC would be a benefit to the Society. A
majority voted to support the ITG–SP in their application for TC status. It
will take some effort on the part of these three technical committees to
coordinate their activities.

Joseph Lingevitch and Stewart Glegg represented the UWTC at the
Chicago TPOM. This meeting featured a special session on Underwater
Acoustic Communications: Algorithm Design and Analysis for Realistic
Propagation Conditions. The session was co-sponsored with the Signal Pro-
cessing TC and was chaired by James Preisig. The UWTC also co-
sponsored four other special sessions with a variety of other Technical Com-
mittees including Signal Processing, Acoustical Oceanography, Biomedical
Ultrasound/Bioresponse to Vibration, and Architectural Acoustics.

As for student activities at Chicago, we co-sponsored a reception with
the same group of Technical Committees that got together for Newport
Beach. This reception was even better than Newport Beach. The food might
not have been as good, but it was a large and lively group. The UWTC has
selected Geoffrey Edelmann to represent us on the Student Council. Geof-
frey is a student at the University of California, San Diego, working with
Bill Kuperman at the Scripps Institution of Oceanography. The UWTC also
held a student paper competition in Chicago. The winners were Karim Sa-
bra, Luc Lenain, and Preston Wilson. The chairman of the judges committee
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was again William Siegmann. Mohsen Badiey has been nominated to chair
this committee for the Fort Lauderdale meeting.

Looking forward to the Fort Lauderdale meeting, we have three spe-
cial sessions planned. One is being organized by Kevin LePage—the subject
is reverberation in shallow water. Ralph Goodman is organizing a session on
insights into the evolution of underwater acoustics. He has some distin-
guished invited speakers already committed to the meeting. Since the
UWTC was scheduled to present a historical lecture at Fort Lauderdale, this
session will admirably fill that requirement. Finally, Ellen Livingston is
organizing a special session on marine mammal regulatory issues. We plan
to coordinate this with a similar session being sponsored by the Animal
Bioacoustic TC. Also, an ‘‘open meeting’’ is planned to discuss what role the
ASA might play organizing the discussion of this sensitive subject.

JOHN S. PERKINS
Chair 2000–2003

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the United States in the near future. The month/year notation refers to the
issue in which a complete meeting announcement appeared.

2001
4–6 October Ninth Annual Conference on the Management of the

Tinnitus Patient, Iowa City, IA@Rich Tyler, Tel.: 319-
356-2471; E-mail: rich-tyler@uiowa.edu; WWW:
www.medicine.uiowa.edu/otolaryngology/news/news#.

7–10 October 2001 IEEE International Ultrasonics Symposium Joint
with World Congress on Ultrasonics, Atlanta, GA@W.
O’Brien, Electrical and Computer Engineering, Univer-
sity of Illinois, 405 N. Mathews, Urbana, IL 61801;
Fax: 217-244-0105; WWW: www.ieee-uffc.org/2001#.

29–31 October NOISE–CON 01, The 2001 National Conference and
Exposition on Noise Control Engineering, Portland,
Maine, USA. @Institute of Noise Control Engineering,
P.O. Box 3206 Arlington Branch, Poughkeepsie, NY
12603, USA; Tel: 914-462-4006; Fax: 914-462-4006,
E-mail: omd@ince.org; WWW: users.aol.com/inceusa/
ince.html#.

15–18 November American Speech Language Hearing Association Con-
vention, New Orleans, LA @American Speech-
Language-Hearing Association, 10801 Rockville Pike,
Rockville, MD 20852; Tel: 888-321-ASHA; E-mail:
convention@asha.org; WWW: professional.asha.org/
convention/abstracts/welcome.asp#.

3–7 December 142nd Meeting of the Acoustical Society of America,
Ft. Lauderdale, FL@Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
E-mail: asa@aip.org; WWW: asa.aip.org#.

2002
21–23 February National Hearing Conservation Association Annual

Conference, Dallas, TX@NHCA, 9101 E. Kenyon Ave.,
Ste. 3000, Denver, CO 80237; Tel.: 303-224-9022; Fax:
303-770-1812; E-mail: nhca@gwami.com; WWW:
www.hearingconservation.org/index.html#.

10–13 March Annual Meeting of American Institute for Ultrasound in
Medicine, Nashville, TN@American Institute of Ultra-
sound in Medicine, 14750 Sweitzer Lane, Suite 100,
Laurel, MD 20707-5906; Tel.: 301-498-4100 or 800-
638-5352; Fax: 301-498-4450; E-mail:
conv–edu@aium.org; WWW: www.aium.org#.

3–7 June 143rd Meeting of the Acoustical Society of America,
Pittsburgh, PA@Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org#.

2–6 December Joint Meeting: 144th Meeting of the Acoustical Society
of America, 3rd Iberoamerican Congress of Acoustics
and 9th Mexican Congress on Acoustics, Cancun,

Mexico @Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502;
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: asa.aip.org/cancun.html#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11.00
per index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5.00; Nonmembers $10.00.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20.00; Nonmembers $75.00.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20.00; Nonmembers $90.00.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20.00~paperbound!; ASA
members $25.00~clothbound!; Nonmembers $60.00~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20.00~paperbound!; ASA
members $25.00~clothbound!; Nonmembers $60.00~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25.00~pa-
perbound!; Nonmembers $75.00~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30.00~pa-
perbound!; Nonmembers $80.00~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30.00~pa-
perbound!; Nonmembers $80.00~clothbound!.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. Price: ASA members $40.00~paper-
bound!; Nonmembers $90.00~clothbound!.

Members of Technical and Administrative
Committees of the Acoustical Society
of America

The Technical and Administrative Committees listed below have been
appointed by the Executive Council. These appointments, with such changes
as may be made by the President from time to time, will be in effect until the
Spring meeting of the Society in 2002.

Technical Committees 2001–2002

Acoustical Oceanography

Term to
Peter F. Worcester,Chair to 2004 2004

Ching-Sang Chiu 2004
Bruce D. Cornuelle 2004
Orest I. Diachok 2004
Kenneth G. Foote 2004
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Andrew M. Forbes 2004
Boris G. Katsnelson 2004
James F. Lynch 2004
Jungyul Na 2004
Gopu R. Potty 2004
Stephen A. Reynolds 2004
Mark V. Trevorrow 2004

Mohsen Badiey 2003
N. Ross Chapman 2003
Timothy F. Duda 2003
Oleg A. Godin 2003
Bruce M. Howe 2003
Iwao Nakano 2003
Marshall H. Orr 2003
David R. Palmer 2003
John R. Potter 2003
Hanne Sagen 2003
Alexandra I. Tolstoy 2003
Peter Traykovski 2003
Svein Vagle 2003

John A. Colosi 2002
Grant B. Deane 2002
Brian D. Dushaw 2002
David M. Farmer 2002
Alex E. Hay 2002
Kevin D. Heaney 2002
David M. Rubenstein 2002

Ex officio:
David L. Bradley, Associate Editor of JASA
John C. Burgess, Associate Editor of JASA
Stanley L. Chin-Bing, Associate Editor of JASA
William L. Siegmann, Associated Editor of JASA
Michael J. Buckingham, member of Medals and Awards Committee
Christopher Feuillade, member of Membership Committee
Er-Chang Shang, member of ASACOS

Animal Bioacoustics

Term to
Mardi C. Hastings,Chair to 2003 2003

Whitlow W. L. Au 2004
Robert J. Dooling 2004
Robert Hickling 2004
David A. Helweg 2004
Peter M. Narins 2004
Andrea M. Simmons 2004
James A. Simmons 2004

Ann E. Bowles 2003
John R. Buck 2003
Christopher W. Clark 2003
William C. Cummings 2003
Steven P. Dear 2003
Charles R. Greene 2003
Lynette A. Hart 2003
D. Vance Holliday 2003
Sam H. Ridgway 2003
Richard W. Mankin 2003

William C. Burgess 2002
James J. Finneran 2002
Adam S. Frankel 2002
Darlene R. Ketten 2002

Larry L. Pater 2002
Peter L. Tyack 2002

Ex officio:
Whitlow W. L. Au, Associate Editor of JASA and member of Medals and
Awards Committee
David L. Bradley, Associate Editor of JASA
Stanley A. Chin-Bing, Associate Editor of JASA
William L. Siegmann, Associate Editor of JASA
Charles R. Greene, member of Membership Committee
Ann E. Bowles, member of ASACOS

Architectural Acoustics

Term to
K. Anthony Hoover,Chair to 2004 2004

Bennett M. Brooks 2004
Steven M. Brown 2004
Richard H. Campbell 2004
M. David Egan 2004
Jesse J. Ehnert 2004
Donna A. Ellis 2004
Ronald A. Freiheit 2004
Richard M. Guernsey 2004
Mark A. Holden 2004
Dana S. Hougland 2004
Jerald R. Hyde 2004
David W. Kahn 2004
Martha M. Larson 2004
Gary S. Madaras 2004
Charles T. Moritz 2004
Paul B. Ostergaard 2004
Dennis A. Paoletti 2004
Neil A. Shaw 2004
Richard H. Talaske 2004
Ewart A. Wetherill 2004
George E. Winzer 2004
Michael R. Yantis 2004

Leslie D. Blomberg 2003
David Braslau 2003
Paul T. Calamia 2003
William J. Cavanaugh 2003
Daniel Clayton 2003
Murray R. Hodgson 2003
Bertram Y. Kinzey, Jr. 2003
Richard J. Peppin 2003
Scott D. Pfeiffer 2003
Roy L. Richards 2003
Kenneth P. Roy 2003
Ludwig W. Sepmeyer 2003
Gary W. Siebein 2003
Louis C. Sutherland 2003
Gregory C. Tocci 2003
Lily M. Wang 2003

Christopher N. Blair 2002
John S. Bradley 2002
Christopher N. Brooks 2002
Angelo J. Campanella 2002
Robert C. Coffeen 2002
Peter D’Antonio 2002
Timothy J. Foulkes 2002
J. Christopher Jaffe 2002
Mendel Kleiner 2002
David Lubman 2002
Michael T. Nixon 2002
Jack E. Randorff 2002
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H. Stanley Roller 2002
Noral D. Stewart 2002

Ex officio:
Jerry H. Ginsberg, Associate Editor of JASA
Mendel Kleiner, Associate Editor of JASA
Andrew N. Norris, Associate Editor of JASA
Richard L. Weaver, Associate Editor of JASA
Earl R. Williams, Associate Editor of JASA
Steven M. Brown, member of Medals and Awards Committee
Gregory C. Tocci, member of Membership Committee
George E. Winzer, member of ASACOS

Biomedical Ultrasound/Bioresponse to Vibration

Term to
E. Carr Everbach,Chair to 2002 2002

Diane Dalecki 2004
J. Brian Fowlkes 2004
Seyed H. R. Hosseini 2004
Kullervo Hynynen 2004
James F. Greenleaf 2004
T. Douglas Mast 2004
Thomas J. Matula 2004
Douglas L. Miller 2004
Pierre D. Mourad 2004
Sandra I. Polichik 2004
Ronald A. Roy 2004
Thomas J. Royston 2004
Pei Zhong 2004

Shira L. Broschat 2003
Robin O. Cleveland 2003
Ibrahim M. Hallaj 2003
Peng Jiang 2003
Joie P. Jones 2003
Inder R. Makin 2003
Janet M. Weisenberger 2003
Junru Wu 2003
Suk Wang Yoon 2003

Robert E. Apfel 2002
Michalakis A. Averkiou 2002
Michael R. Bailey 2002
Andrew J. Coleman 2002
Floyd Dunn 2002
John Erdreich 2002
Christy K. Holland 2002
Wesley L. Nyborg 2002
Joseph E. Piercy 2002
K. Kirk Shung 2002

Ex officio:
Laurel H. Carney, Associate Editor of JASA
Floyd Dunn, Associate Editor of JASA
Neal F. Viemeister, Associate Editor of JASA
Wesley L. Nyborg, member of the Medals and Awards Committee
Anthony J. Brammer, member of the Membership Committee
Robin O. Cleveland, member of ASACOS

Engineering Acoustics

Term to
Stephen C. Thompson,Chair to 2003 2003

Mahlon D. Burkhard 2004
James Christoff 2004
Fernando Garcia-Osuna 2004

Charles S. Hayden 2004
Dennis F. Jones 2004
Jan F. Lindberg 2004
Yushieh Ma 2004
Elizabeth A. McLaughlin 2004
Alan Powell 2004
Roger T. Richards 2004
Harold C. Robinson 2004
Kenneth D. Rolt 2004
Neil A. Shaw 2004
James Tressler 2004

Kim C. Benjamin 2003
Stanley L. Ehrlich 2003
Gary W. Elko 2003
Robert D. Finch 2003
Guillermo C. Gaunaurd 2003
Dehua Huang 2003
Sung Hwan Ko 2003
Theodore J. Mapes 2003
Victor Nedzelnitsky 2003
Yongrae Roh 2003
Ahmet Selamet 2003
James E. West 2003
George S. K. Wong 2003

Steven R. Baker 2002
David A. Brown 2002
Stephen C. Butler 2002
Robert D Corsaro 2002
Stephen E. Forsythe 2002
Brian H. Houston 2002
W. Jack Hughes 2002
Arnie L. Van Buren 2002

Ex officio:
Stanley L. Ehrlich, Associate Editor of JASA
Steven G. Kargl, Associate Editor of JASA
Ronald A. Roy, Associate Editor of JASA
Mahlon D. Burkhard, member of Medals and Awards Committee and
member of ASACOS
Thomas R. Howarth, member of Membership Committee

Musical Acoustics

Term to
James P. Cottingham,Chair to 2002 2002

R. Dean Ayers 2004
Judith C. Brown 2004
Courtney B. Burroughs 2004
Robert D. Collier 2004
George F. Emerson 2004
Bozena Kostek 2004
Barry Larkin 2004
Daniel O. Ludwigsen 2004
Thomas D. Rossing 2004
Julius O. Smith 2004
William J. Strong 2004

Anders G. Askenfelt 2003
James W. Beauchamp 2003
Xavier Boutillon 2003
Matthew Brooke 2003
Murray D. Campbell 2003
Rene E. Causse 2003
Nicholas J. Giordano 2003
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J. M. Harrison 2003
William M. Hartmann 2003
Norman C. Pickering 2003
James M. Pyne 2003
Daniel A. Russell 2003
Punita G. Singh 2003
Paul A. Wheeler 2003
Shigeru Yoshikawa 2003

George A. Bissinger 2002
Annabel J. Cohen 2002
Diana Deutsch 2002
Uwe J. Hansen 2002
Roger J. Hanson 2002
Peter L. Hoekje 2002
Douglas H. Keefe 2002
Ian M. Lindevald 2002
Steven E. McAdams 2002
Gary P. Scavone 2002
Gabriel Weinreich 2002

Ex officio:
R. Dean Ayers, Associate Editor of JASA
John C. Burgess, Associate Editor of JASA
Stanley L. Ehrlich, Associate Editor of JASA
Stephen E. McAdams, Associate Editor of JASA
James W. Beauchamp, member of Medals and Awards Committee
Uwe J. Hansen, member of Membership Committee
Ian M. Lindevald, member of ASACOS

Noise

Term to
Bennett M. Brooks,Chair to 2003 2003

Martin Alexander 2004
John P. Barry 2004
Leo L. Beranek 2004
Arno S. Bommer 2004
Anthony J. Brammer 2004
James O. Buntin 2004
Robert J. Cook 2004
Jim R. Cummins 2004
Kenneth A. Cunefare 2004
Joseph M. Cuschieri 2004
Paul R. Donavan 2004
William D. Gallagher 2004
Gerald C. Lauchle 2004
Anna Maria Monslave 2004
Miomir Mijic 2004
Thomas Norris 2004
John P. Seiler 2004
Noral D. Stewart 2004
Michael R. Stinson 2004
Alice H. Suter 2004
Louis C. Sutherland 2004
Jiri Tichy 2004
Dennis Walton 2004

Jorge P. Arenas 2003
Keith Attenborough 2003
Martin J. Beam 2003
Sergio Beristain 2003
Tarun K. Bhatt 2003
Leslie D. Blomberg 2003
Robert D. Bruce 2003
John C. Burgess 2003
Angelo J. Campanella 2003

William J. Cavanaugh 2003
Brian V. Chapnik 2003
Kejian Chen 2003
Kuo-Tsai Chen 2003
Li Cheng 2003
Raymond Cheng 2003
Robert J. Comparin 2003
James T. Cowling 2003
Malcolm J. Crocker 2003
Jamie Delannoy 2003
T. James DuBois 2003
John J. Earshen 2003
Jesse J. Ehnert 2003
Douglas K. Eilar 2003
Tony F. W. Embleton 2003
John Erdreich 2003
William J. Gastmeier 2003
Robert D. Hellweg 2003
David K. Holger 2003
Robert M. Hoover 2003
Patrick M. Hurdle 2003
Kazuo Ikegaya 2003
Daniel L. Johnson 2003
Jian Kang 2003
Seong-Woo Kang 2003
Tim Kelsall 2003
Tor S. Kihlman 2003
Sonoko Kuwano 2003
Mark A. Lang 2003
Chantal Laroche 2003
Yun-Hui Liu 2003
Robert Lotz 2003
Bjorn E. L. Lundquist 2003
Alan H. Marsh 2003
Henk M. E. Miedema 2003
Ruisen Ming 2003
Ikuharu Morioka 2003
Ralph Muehleisen 2003
Georgy L. Ossipov 2003
Kenneth J. Plotkin 2003
Joseph Pope 2003
Manuel Recuero 2003
Brigitte Schulte-Fortkamp 2003
Ben H. Sharp 2003
Lawrence Shotland 2003
Benjamin Soenarko 2003
Scott D. Sommerfeldt 2003
Kerrie G. Standlee 2003
Jing Tian 2003
Jean Tourret 2003
Ana M. Verzini 2003
Paul T. Weirich 2003
Kwangsee Allen Woo 2003
Barry R. Wyerman 2003
Serdar H. Yonak 2003
Robert W. Young 2003
James C. Yu 2003

Elliott H. Berger 2002
Stephen H. Bly 2002
Ann E. Bowles 2002
Frank H. Brittain 2002
Sanford Fidell 2002
Lee D. Hager 2002
Murray R. Hodgson 2002
Peter C. Laux 2002
Jerry G. Lilly 2002
David Lubman 2002
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George A. Luz 2002
Sally A. McInerny 2002
Luc Mongeau 2002
Michael T. Nixon 2002
Matthew A. Nobile 2002
Robert A. Putnam 2002
Mary M. Prince 2002
Jack E. Randorff 2002
Stephen I. Roth 2002
Paul D. Schomer 2002
Hideki Tachibana 2002
James K. Thompson 2002
Nancy S. Timmerman 2002
Laura A. Wilber 2002

Ex officio:
Stanley L. Ehrlich, Associate Editor of JASA
Michael R. Stinson, Associate Editor of JASA and member of Medals and
Awards Committee
Daniel L. Johnson, member of Membership Committee
Richard J. Peppin, member of ASACOS

Physical Acoustics

Term to
Robert M. Keolian,Chair to 2002 2002

David T. Blackstock 2004
David A. Brown 2004
John A. Burkhardt 2004
Kerry W. Commander 2004
Bruce C. Denardo 2004
Logan E. Hargrove 2004
D. Kent Lewis 2004
Julian D. Maynard 2004
George Mozurkewich 2004
Lev. A. Ostrovsky 2004
Andrea Prosperetti 2004
Neil A. Shaw 2004
Victor W. Sparrow 2004
Richard Stern 2004
Roger M. Waxler 2004

Henry E. Bass 2003
Yves H. Berthelot 2003
James P. Chambers 2003
David I. Havelock 2003
Cila Herman 2003
Murray S. Korman 2003
Philip L. Marston 2003
Thomas J. Matula 2003
Philip S. Spoor 2003
Larry A. Wilen 2003
D. Keith Wilson 2003
Wayne M. Wright 2003
Evgenia A. Zabolotskaya 2003

Michael R. Bailey 2002
Robin O. Cleveland 2002
Robert A. Hiller 2002
Thomas J. Hofler 2002
R. Glynn Holt 2002
Christopher C. Lawrenson 2002
Timothy G. Leighton 2002
Bart Lipkens 2002
G. Douglas Meegan 2002
Ralph T. Muehleisen 2002
Penelope Menounou 2002
Richard Raspet 2002

John S. Stroud 2002
Richard L. Weaver 2002

Ex officio:
Yves H. Berthelot, Associate Editor of JASA
Dale E. Chimenti, Associate Editor of JASA
Floyd Dunn, Associate Editor of JASA
Mark F. Hamilton, Associate Editor of JASA
Michael S. Howe, Associate Editor of JASA
Steven G. Kargl, Associate Editor of JASA
Martin Ochmann, Associate Editor of JASA
Ronald A. Roy, Associate Editor of JASA
Louis C. Sutherland, Associate Editor of JASA
Lonny L. Thompson, Associate Editor of JASA
James M. Sabatier, member of Medals and Awards Committee
Steven L. Garrett, member of Membership Committee
Sameer I. Madanshetty, member of ASACOS

Psychological and Physiological Acoustics

Term to
Neal F. Viemeister,Chair to 2002 2002

Bruce G. Berg 2004
Joan M. Besing 2004
Monita Chatterjee 2004
Robert D. Frisina 2004
Andrew J. Oxenham 2004

Pierre L. Divenyi 2003
Richard L. Freyman 2003
Wesley L. Grantham 2003
Virginia M. Richards 2003
Barbara G. Shinn-Cunningham 2003
Patrick M. Zurek 2003

Huanping Dai 2002
Ann Clock Eddins 2002
Richard R. Fay 2002
Peggy B. Nelson 2002
Robert S. Schlauch 2002
Stanley E. Sheft 2002

Ex officio:
Leslie R. Bernstein, Associate Editor of JASA
Laurel H. Carney, Associate Editor of JASA
Marjorie R. Leek, Associate Editor of JASA and member of Medal and
Awards Committee
Brenda L. Lonsbury-Martin, Associate Editor of JASA
Neal F. Viemeister, Associate Editor of JASA
Ervin R. Hafter, member of Membership Committee
Peggy B. Nelson, member of ASACOS

Signal Processing in Acoustics

Term to
James V. Candy,Chair to 2003 2003

Leon Cohen 2004
Jose A. Diaz 2004
Deborah M. Grove 2004
David I. Havelock 2004
Alan W. Meyer 2004
Richard J. Ruhala 2004
Roger W. Schwenke 2004
David C. Swanson 2004
Preston S. Wilson 2004
Geoffrey S. Edelson 2003
Stanley L. Ehrlich 2003
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Brian Ferguson 2003
William M. Hartmann 2003
John Impagliazzo 2003
Hua Lee 2003
Patrick J. Loughlin 2003
James C. Preisig 2003
Edmund J. Sullivan 2003

David J. Evans 2002
Charles F. Gaumond 2002
Joseph Pope 2002
Leon H. Sibul 2002
Randall W. Smith 2002

Ex officio:
John C. Burgess, Associate Editor of JASA
Stanley L. Ehrlich, member of Medals and Awards Committee
David I. Havelock, member of Membership Committee
David J. Evans, member of ASACOS

Speech Communication

Term to
Diane J. Kewley-Port,Chair to 2004 2004

Catherine T. Best 2004
Rene Carre 2004
Robert D. Frisina 2004
Megan M. Hodge 2004
Jody E. Kreiman 2004
Charissa R. Lansing 2004
Diane L. Meador 2004
Christopher A. Moore 2004
Shrikanth S. Narayanan 2004
John J. Ohala 2004
Dwayne Paschall 2004
Astrid Schmidt-Nielsen 2004
Samuel A. Seddoh 2004
Anu Sharma 2004
Winifred Strange 2004
Elaine T. Stathopoulos 2004
Emily A. Tobey 2004

Mariko Aoki 2003
Shari R. Baum 2003
Suzanne E. Boyce 2003
Christopher S. Campbell 2003
Randy L. Diehl 2003
David Dorado 2003
Bruce Gerratt 2003
John H. L. Hansen 2003
Jean-Paul Haton 2003
Sarah Hawkins 2003
Mark S. Hedrick 2003
Sun-Ah Jun 2003
Klaus J. Kohler 2003
Nancy S. McGarr 2003
Ian E. Rogers 2003
Robert Ruiz 2003
Caroline L. Smith 2003
Greg S. Turner 2003
Nagalapura Viswanath 2003

Carol Y. Espy-Wilson 2002
Marios S. Fourakis 2002
John W. Hawks 2002
William F. Katz 2002
Patricia A. Keating 2002

Paul A. Luce 2002
Deborah M. Rekart 2002
Juergen Schroeter 2002
Janet W. Stack 2002
Mario A. Svirsky 2002
Rosalie M. Uchanski 2002
Gary G. Weismer 2002

Ex officio:
Keith R. Kluender, Associate Editor of JASA
Anders Lofqvist, Associate Editor of JASA
Douglas D. O’Shaughnessy, Associate Editor of JASA
Christopher W. Turner, Associate Editor of JASA
Gary R. Weismer, member of Medals and Awards Committee
Maureen L. Stone, member of Membership Committee
James M. Hillenbrand, member of ASACOS

Structural Acoustics and Vibration

Term to
Scott D. Sommerfeldt,Chair to 2003 2003

Paul E. Barbone 2004
Jeffrey E. Boisvert 2004
Robert L. Clark 2004
Joseph M. Cuschieri 2004
Jerry H. Ginsberg 2004
John A. Fahnline 2004
Stephen A. Hambric 2004
Peter C. Herdic 2004
Harry Himelblau 2004
Timothy W. Leishman 2004
Jerome E. Manning 2004
Philip L. Marston 2004
James G. McDaniel 2004
Douglas M. Photiadis 2004
Karl M. Reichard 2004
Angie Sarkissian 2004
Victor W. Sparrow 2004
Eric E. Ungar 2004
Nickolas Vlahopoulos 2004

Benjamin Bard 2003
Alain C. Berry 2003
Joseph Dickey 2003
David Feit 2003
Allison Flatau 2003
Guillermo C. Gaunaurd 2003
Karl Grosh 2003
Sabih I. Hayek 2003
Francis Kirschner 2003
Jean R. Nicolas 2003
Allan D. Pierce 2003
Mauro Pierucci 2003
Vasundara V. Varadan 2003
Earl G. Williams 2003
Sean F. Wu 2003

John A. Burkhardt 2002
Kenneth D. Frampton 2002
Sunil Mehta 2002
Jeffrey S. Vipperman 2002
Richard L. Weaver 2002
Kuangcheng Wu 2002

Ex officio:
Jerry H. Ginsberg, Associate Editor of JASA
Andrew N. Norris, Associate Editor of JASA
Richard L. Weaver, Associate Editor of JASA
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Earl R. Williams, Associate Editor of JASA
Courtney B. Burroughs, member of Membership Committee
Sabih I. Hayek, member of Medals and Awards Committee
Louis A. Herstein, member of ASACOS

Underwater Acoustics

Term to
John S. Perkins,Chair to 2003 2003

Ahmad T. Abawi 2004
Michael G. Brown 2004
Dennis B. Creamer 2004
Christian P. de Moustier 2004
Stanley E. Dosso 2004
George V. Frisk 2004
Stewart A. L. Glegg 2004
Joseph F. Lingevitch 2004
Nicholas C. Makris 2004
Zoi-Heleni Michalopoulou 2004
Marshall H. Orr 2004
Gregory J. Orris 2004
James C. Preisig 2004
Daniel Rouseff 2004
William L. Siegmann 2004

Ralph N. Baer 2003
Kyle M. Becker 2003
John Buck 2003
Nicholas P. Chotiros 2003
Dezhang Chu 2003
David R. Dowling 2003
Steven Finette 2003
Paul C. Hines 2003
Anatoliy N. Ivakin 2003
Finn B. Jensen 2003
Sunny Khosla 2003
John J. McCoy 2003
B. Edward McDonald 2003
Kazuhiko Ohta 2003
John R. Preston 2003
Catherine Stamoulis 2003
Ralph A. Stephen 2003
Frederick D. Tappert 2003
Alexander G. Voronovich 2003
Lisa M. Zurk 2003

Paul B. Baxley 2002
Shira L. Broschat 2002
Douglas H. Cato 2002
Peter H. Dahl 2002
Grant B. Deane 2002
Gerald L. D’Spain 2002
Charles W. Holland 2002
Samuel W. Marshall 2002
Kevin B. Smith 2002
Dajun Tang 2002
Christopher T. Tindle 2002
Alexandra I. Tolstoy 2002
Stephen N. Wolf 2002

Ex officio:
David L. Bradley, Associate Editor of JASA and member of Medals and
Awards Committee
John C. Burgess, Associate Editor of JASA
Stanley A. Chin-Bing, Associate Editor of JASA
William L. Siegmann, Associate Editor of JASA
Peter H. Rogers, member of Membership Committee
Arnie L. Van Buren, member of ASACOS

Administrative Committees 2001–2002

Archives and History

Term to
Henry E. Bass,Chair to 2004 2004

David T. Blackstock 2004
William W. Lang 2004
Julian D. Maynard 2004
Rosalie M. Uchanski 2004

Mark C. Hedrick 2003
John W. Kopec 2003
Wesley L. Nyborg 2003
Richard J. Peppin 2003

Leo L. Beranek 2002

William J. Cavanaugh 2002
Logan E. Hargrove 2002

Books

Term to
Mohsen Badiey,Chair to 2002 2002

Stanley L. Chin-Bing 2004
Gordon E. Martin 2004
Victor W. Sparrow 2004

David L. Bradley 2003
Christopher Feuillade 2003
Jerry H. Ginsberg 2003
Philip L. Marston 2003
Joseph Pope 2003
Robert A. Walkling 2003
Stephen N. Wolf 2003

Nancy S. McGarr 2002
Jeffrey A. Nystuen 2002
Emily A. Tobey 2002

Ex officio:
Philip L. Marston, Associate Editor of JASA for Book Reviews

College of Fellows

William J. Cavanaugh,Chair

Peter G. Cable
M. David Egan
Robert D. Frisina
Marjorie R. Leek
Richard H. Lyon
Daniel R. Raichel
Astrid Schmidt-Nielsen
Jiri Tichy
All Fellows of the Society are members

Education in Acoustics

Term to
Uwe J. Hansen,Chair to 2003 2003
David A. Brown 2004
Robert D. Collier 2004
Corinne M. Darvennes 2004
Margaritis S. Fourakis 2004
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Carole E. Gelfer 2004
Douglas R. Jones 2004
Sharon Y. Manuel 2004
Philip L. Marston 2004
Ralph Muehleisen 2004
Andrew A. Piacsek 2004
Daniel R. Raichel 2004
Sally G. Revoile 2004
Thomas D. Rossing 2004
Ronald A. Roy 2004
Dawn R. Schuette 2004
Scott D. Sommerfeldt 2004
William Thompson, Jr. 2004
Robert A. Walkling 2004
George S.K. Wong 2004

William A. Ahroon 2003
Anthony A. Atchley 2003
Fredericka Bell-Berti 2003
Suzanne E. Boyce 2003
Robert D. Celmer 2003
Annabel J. Cohen 2003
E. Carr Everbach 2003
Thomas B. Gabrielson 2003
Katherine S. Harris 2003
Elizabeth S. Ivey 2003
Joie P. Jones 2003
Maria B. Mody 2003
Amy T. Neel 2003
P. K. Raju 2003
Deborah M. Rekart 2003
Daniel A. Russell 2003
M. Roman Serbyn 2003
Victor W. Sparrow 2003
Emily A. Tobey 2003

Courtney B. Burroughs 2002
Robin O. Cleveland 2002
Kenneth A. Cunefare 2002
D. Michael Daly 2002
Mary Florentine 2002
Roger J. Hanson 2002
Logan E. Hargrove 2002
Mardi C. Hastings 2002
Peter L. Hoekje 2002
Darrell R. Jackson 2002
Michel T. T. Jackson 2002
Murray F. Korman 2002
Luc Mongeau 2002
John S. Robertson 2002
James M. Sabatier 2002
Neil A. Shaw 2002
Kevin B. Smith 2002
Ralph A. Stephen 2002
James E. West 2002
Wayne M.Wright 2002

Ethics and Grievances

Term to
Robert E. Apfel,Chair to 2003 2003

Mardi C. Hastings 2004
David Feit 2004

William J. Cavanaugh 2003

Investments

Term to
John V. Bouyoucos,Chair to 2002 2002

Ira J. Hirsh,Chair to 2004 2004
Lawrence A. Crum 2004

Ira Dyer 2002

David Feit, Treasurer,ex officio
Henry O’Hara,ex officio

Long Range Planning

Term to
Fredericka Bell-Berti,Chair to 2002 2002

Paul A. Baxley 2004
Kenneth E. Gilbert 2004
Brigitte Schulte-Fortkamp 2004
Scott D. Sommerfeldt 2004

Lawrence A. Crum 2003
Robert J. Dooling 2003
Keith R. Kluender 2003

Mardi C. Hastings 2002
Scott D. Pfeiffer 2002
Stephen C. Thompson 2002
Nancy S. Timmerman 2002

Richard Stern, President Elect,ex officio

Medals and Awards

Term to
D. Vance Holliday,Chair to 2002 2002

James W. Beauchamp Musical Acoustics 2004
Michael J. Buckingham Acoustical Oceanography 2004
Mahlon D. Burkhard Engineering Acoustics 2004
Stanley L. Ehrlich Signal Processing in Acoustics 2004
Gary G. Weismer Speech Communication 2004

Marjorie R. Leek Psychological and
Physiological Acoustics

2003

Wesley L. Nyborg Biomedical Ultrasound/
Bioresponse to Vibration

2003

James M. Sabatier Physical Acoustics 2003
Michael R. Stinson Noise 2003

Steven M. Brown Architectural Acoustics 2002
David L. Bradley Underwater Acoustics 2002
Whitlow W. L. Au Animal Bioacoustics 2002
Sabih I. Hayek Structural Acoustics and Vibration 2002

Meetings—June 2001–December 2001

Dana S. Hougland,Chair to 2002
Sergio Beristain, Fall 2003, Cancun
Yves H. Berthelot, Spring 2000, Atlanta
Courtney B. Burroughs, Spring 2002, Pittsburgh
Joseph M. Cuschieri, Fall 2001, Ft. Lauderdale
Samir N. Y. Gerges, Fall 2003, Cancun
Mardi C. Hastings, Fall 1999, Columbus
Elaine Moran, ASA Office Manager,ex officio
Scott D. Pfeiffer, Spring 2001, Chicago
Charles E. Schmid, Executive Director,ex officio
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Sigfrid D. Soli, Fall 2000, Newport Beach
Janet M. Weisenberger, Vice President
James E. West, Fall 2003, Cancun
William A. Yost, Vice President Elect

Membership

Term to
Joseph W. Dickey,Chair to 2003 2003

Christopher Feuillade Acoustical Oceanography 2004
Steven L. Garrett Physical Acoustics 2004
David I. Havelock Signal Processing in Acoustics 2004
Peter H. Rogers Underwater Acoustics 2004
Gregory C. Tocci Architectural Acoustics 2004

Uwe J. Hansen Musical Acoustics 2003
Thomas R. Howarth Engineering Acoustics 2003
Charles R. Greene Animal Bioacoustics 2003
Maureen Stone Speech Communication 2003
Ervin R. Hafter Psychological and

Physiological Acoustics
2003

Anthony J. Brammer Biomedical Ultrasound/
Bioresponse to Vibration

2002

Courtney B. Burroughs Structural Acoustics and
Vibration

2002

Burton G. Hurdle Foreign Members 2002
Daniel L. Johnson Noise 2002

Public Relations

Term to
Paul A. Baxley,Chair to 2003 2003

E. Carr Everbach 2004
Charles Gaumond 2004
Christy K. Holland 2004
David Lubman 2004
Andrew A. Piacsek 2004

William J. Cavanaugh 2003
N. Ross Chapman 2003
Stanley E. Dosso 2003
Blas Espinoza-Varas 2003
Jack E. Randoff 2003
Thomas D. Rossing 2003
James C. Yu 2003

John Erdreich 2002
Logan E. Hargrove 2002
Burton G. Hurdle 2002
Ronald T. Kessel 2002
James F. Lynch 2002
Duncan E. McGehee 2002
Joanne L. Miller 2002
Joseph Pope 2002
Barbara J. Sotirin 2002

Allan D. Pierce, Editor-in-Chief,ex officio
Elaine Moran, ASA Office Manager,ex officio
Charles E. Schmid, Executive Director,ex officio
Thomas D. Rossing, Echoes Editor,ex officio

Publication Policy

Term to
Floyd Dunn,Chair to 2003 2003

David T. Blackstock 2004
Mark F. Hamilton 2004
Patricia K. Kuhl 2004
Alan Powell 2004
Sigfrid D. Soli 2004

Jont B. Allen 2003

Robert C. Bilger 2002
James F. Lynch 2002
James H. Miller 2002
Allan J. Zuckerwar 2002

Richard Stern, President-Elect,ex officio
Allan D. Pierce, Editor-in-Chief,ex officio

Regional Chapters

Roger L. Richards,Chair to 2004

Elmer L. Hixson Austin
Angelo J. Campanella Central Ohio
Dean E Capone Central Pennsylvania
John W. Kopec Chicago
Ernest M. Weiler Cincinnati
Edwin H. Toothman Delaware Valley
Gary W. Siebein Florida
Timothy J. Foulkes Greater Boston
Robert M. Hoover Houston
Michael J. Anderson Inland Northwest
Neil A. Shaw Los Angeles
Hari S. Paul Madras, India
Marehalli G. Prasad Metropolitan

New York
Elizabeth A. McLaughlin Narragansett
Larry H. Royster North Carolina
Peter F. Assmann North Texas
James R. Angerer Northwest
R. Dean Ayers Orange County
Paul A. Baxley San Diego
David Braslau Upper Midwest
VACANT Washington, DC
Thomas M. Disch Wisconsin

Uwe J. Hansen,Chair, Education in Acoustics,ex officio

Rules and Governance

Term to
Tony F. W. Embleton,Chair to 2002 2002

William J. Cavanaugh 2004
Floyd Dunn 2004

Elaine Moran 2003
Charles E. Schmid 2003

William M. Hartmann 2002
Richard H. Lyon 2002

Prizes and Special Fellowships

Term to
Wayne M. Wright,Chair to 2002 2002

Anthony A. Atchley 2004
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Constantine Trahiotis 2004
Fredericka Bell-Berti 2003
James E. West 2003

Uwe J. Hansen 2002

Standards

Executive Committee
Daniel L. Johnson, Chair~Standards Director!
Paul D. Schomer, Vice Chair
Susan B. Blaeser, Standards Manager,ex officio

S1 Representation
George S. K. Wong, Chair S1 and ASA representative on S1
Theodore J. Kuemmel, Vice Chair S1 and ASA alternate representative
on S1

S2 Representation
Richard J. Peppin, Chair S2
David J. Evans, Vice Chair
Sabih I. Hayek, ASA representative on S2
Bruce E. Douglas, ASA alternate representative on S2

S3 Representation
R. F. Burkard, Chair S3 and ASA representative on S3
J. Franks, Vice Chair S3 and ASA alternate representative on S3

S12 Representation
Paul D. Schomer, Chair S2
Robert D. Hellweg, Vice Chair S12
Bennett M. Brooks, ASA representative on S12
William J. Galloway, ASA alternate representative on S12

International TAGs (ex officio)
Paul D. Schomer, Chair, U.S. TAG for ISO/TC 43 and ISO/TC 43/SC1
David J. Evans, Chair, U.S. TAG for ISO/TC 108
Victor A. Nedzelnitsky, U.S. Technical Advisor for IEC/TC 29

ASA Technical Committee Representatives
Janet M. Weisenberger, Chair of ASA Technical Council,ex officio
Er Chang Shang, Acoustical Oceanography
Ann E. Bowles, Animal Bioacoustics
George E. Winzer, Architectural Acoustics
Robin O. Cleveland, Biomedical Ultrasound/Bioresponse to Vibration
Mahlon D. Burkhard, Engineering Acoustics
Ian M. Lindevald, Musical Acoustics
Richard J. Peppin, Noise
Sameer I. Madanshetty, Physical Acoustics
Peggy B. Nelson, Psychological and Physiological Acoustics
David J. Evans, Signal Processing in Acoustics
James M. Hillenbrand, Speech Communication
Louis A. Herstein, Structural Acoustics and Vibration
Arnie L. Van Buren, Underwater Acoustics

ASA Officers
David Feit, Treasurer,ex officio
Charles E. Schmid, Executive Director,ex officio

Past Chair of ASACOS (ex officio)
Tony F. W. Embleton

Associate Editors for Standards News—JASA (ex officio)
Susan B. Blaeser
George S. K. Wong

Tutorials

Term to
Joseph Pope,Chair to 2002 2002

Ann E. Bowles 2004
Gary W. Elko 2004
Beverly A. Wright 2004

Fredericka Bell-Berti 2003
Robin O. Cleveland 2003
George V. Frisk 2003

Yves H. Berthelot 2002
Uwe J. Hansen 2002
Ralph T. Muehleisen 2002

Charles E. Schmid, Executive Director,ex officio

Women in Acoustics

Term to
Nancy S. Timmerman,Co-chair 2003

Lawrence A. Crum 2004
Martha M. Larson 2004
Penelope Menounou 2004
Sandra L. Poliachik 2004
Brigitte Schulte-Fortkamp 2004
Elvira B. Viveiros 2004

Ina Rea Bicknell 2003
Margaret Cheesman 2003
Bozena Kostek 2003
Alexandra I. Tolstoy 2003
Peta White 2003

Uwe J. Hansen 2002
Mardi C. Hastings 2002
Michelle Langlais 2002
Peggy B. Nelson 2002

William A. Yost, ex officioas Vice President Elect

JASA Editorial Board

June 2004
W. W. L. Au, Bioacoustics—Animal 2004
Y. H. Berthelot, Ultrasonics, Physical Effects of Sound 2004
J. C. Burgess, Acoustic Signal Processing 2004
D. E. Chimenti, General Linear Acoustics 2004
F. Dunn, Bioacoustics—Biomedical 2004
J. H. Ginsberg, Structural Acoustics and Vibration 2004
M. F. Hamilton, Nonlinear Acoustics 2004
M. S. Howe, Aeroacoustics 2004
M. Kleiner, Architectural Acoustics 2004
S. E. McAdams, Music and Musical Acoustics 2004
M. Ochmann, General Linear Acoustics 2004
D. D. O’Shaughnessy, Speech Processing 2004
W. L. Siegmann, Underwater Acoustics 2004
L. C. Sutherland, Aeroacoustics 2004
L. L. Thompson, General Linear Acoustics 2004
N. F. Viemiester, Psychological Acoustics 2004
R. L. Weaver, Structural Acoustics and Vibration 2004
E. R. Williams, Structural Acoustics and Vibration 2004
June 2003
R. D. Ayers, Music and Musical Instruments 2003
L. E. Bernstein, Psychological Acoustics 2003
D. L. Bradley, Underwater Sound 2003
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L. H. Carney, Physiological Acoustics 2003
S. A. Chin-Bing, Underwater Sound 2003
S. A. Kargl, Ultrasonics, Physical Effects of Sound 2003
A. Lofqvist, Speech Production 2003
B. L. Lonsbury-Martin, Physiological Acoustics 2003
J. J. McCoy, Mathematical Acoustics 2003
E. Moran, Acoustical News—USA 2003
T. D. Rossing, Education in Acoustics 2003
R. A. Roy, Ultrasonics, Physical Effects of Sound 2003
V. W. Sparrow, Computational Acoustics 2003
R. Stern, Electronic Archives and References 2003
M. R. Stinson, Noise, Its Effects and Control 2003

June 2002
S. B. Blaeser, Acoustical News—Standards 2002
S. L. Ehrlich, Applied Acoustics; Transduction;

Acoustical Measurements
2002

K. R. Kluender, Speech Perception 2002
P. L. Marston, Acoustical Reviews—Books 2002
W. G. Mayer, Acoustical News—International 2002
A. N. Norris, Structural Acoustics and Vibration 2002
D. L. Rice, Acoustical Reviews—Patents 2002
C. W. Turner, Speech Perception 2002
G. S. K. Wong, Acoustical Standards News 2002

SOUNDINGS

1232 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Acoustical News—USA



BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

The Emergence of the Speech Capacity

D. Kimbrough Oller

Lawrence Erlbaum Associates, Mahwah, New Jersey, 2000.
441 pp. Price: $99.95 hardcover ($39.95 softcover).
ISBN: 0805826289 hc (0805826297 sc).

Since ancient times, scholars have puzzled over the question of how
speech develops in children. There are several recent books on this vener-
able topic, including two that should be mentioned here:The Discovery of
Spoken Languageby Peter W. Jusczyk~2000! andHow Language Comes to
Children by Benedicte de Boysson-Bardies~1999!. D. Kimbrough Oller is
one of the major contemporary contributors to the study of infant vocaliza-
tions and their role in the development of speech. His publications, spanning
more than 20 years, have introduced important methodologies and theoret-
ical concepts that have helped to shape the current understanding in this
field of study. This book of 15 chapters is an extended discussion of Oller’s
theory ofinfraphonology. This term is not so much defined in the book as it
is explicated over several pages to show how this perspective illuminates
some longstanding problems in relating infant vocalizations, such as babble,
to the development of the spoken language. Oller likens the theoretical
promise that infraphonology holds for the study of human vocal develop-
ment to the roles that atomic physics and thermodynamics have had in
chemistry, and embryology and genetics have had in botany. This is a tall
order, as the various ‘‘infrastructural systems’’ that Oller identifies in the
physical and biological sciences are supported by a great deal of experimen-
tal data and they have played central roles in their respective scientific
arenas.

If infraphonology meets Oller’s expectations, it would indeed be a
giant advance in the ontogeny and phylogeny of speech. The most succinct
definition of infraphonology that appears in this book is found in an illus-
tration that describes it in these words: ‘‘specifies principles generating the
entire class of potential well-formed operational units and specifies proper-
ties of utilization and function of such units’’~p. 12!. The examplepar
excellenceof such an operational unit is the canonical syllable. Toward the
end of the book, when Oller challenges himself to prove the innovative
value of infraphonology, he points to this unit as the prime evidence. He
defines the ‘‘notion of canonical syllable’’ as ‘‘a vocal sound sequence con-
sisting of a smoothly voiced nucleus or vowel-like sound, produced with the
mouth open in any of a wide variety of possible postures, along with a quick
movement of the mouth, either opening to the nucleus or closing from it’’~p.
62!. A more elaborated technical definition of about two pages in length is
given later, but even this longer discussion relies on concepts that are rather
loosely introduced.

In the early chapters, Oller explains why the ‘‘myths of babbling and
the tradition of transcription’’ should give way to an approach that empha-
sizes protophones. True to the general plan in this book, Oller does not offer
a succinct definition of a protophone but rather contrasts it with other con-
cepts in a lengthy discussion and a table of descriptors. According to the
index, the term protophone is defined as ‘‘categories of vocalization’’ on pp.
193–194 and as a ‘‘signaling value’’ on pp. 197–200. But nowhere in these
five pages does Oller actually define what a protophone is. Although one is
eventually rewarded by a careful reading of Oller’s treatment of this con-
cept, some readers might prefer a more deliberate effort at formal and ex-
plicit definitions of at least the major terms. Comparative discussions surely

have a heuristic value, but definitions help to sharpen distinctions and iden-
tify the primary attributes of a term.

The ensuing chapters discuss infraphonology and protophones in more
detail, delineate canalized patterns of babbling, consider primate vocaliza-
tions according to infrastructural concepts, propose stages of vocal evolution
in humans, and compare fixed vocal signals across humans and other mod-
ern primate species. The intellectual embrace of the book is considerable,
and the concept of infraphonology provides a satisfactory coherence to its
ambitious scope. There is much to be learned from Oller’s reflections and
proposals even if one does not accept all of his assumptions and conclu-
sions.

The book is devoted almost entirely to a presentation of infraphonol-
ogy rather than to a systematic appraisal of opposing points of view. Occa-
sionally, however, Oller refers to competing theories or perspectives. For
example, he contends that a focus on the purely physical parameters of
vocalization~e.g., fundamental frequency, amplitude, resonance peak! will
not lead to valuable interpretations of human babbling or nonhuman vocal-
izations because the physical measures in themselves have no intrinsic basis
for interpretation. In making this argument, he neglects the role of self-
organizational processes in which a system so endowed can recognize and
exploit regularities in environmental stimuli, which is a topic of much in-
terest in contemporary research on the development of speech and language.
Some physical properties of speech that are emphasized in other contempo-
rary accounts of speech development are given short shrift in Oller’s book.
For example, Oller gives only passing mention to the topic of prosody,
including rhythm, intonation, and stress patterning. Of these, only rhythm
receives a serious, albeit brief, commentary. Interestingly, both of the other
two books mentioned earlier in this review give prosody a major place in the
earliest stages of language learning. Reading all three books is recom-
mended to those who want an overview of contemporary thinking about the
way in which infants learn spoken language.

A common approach to the study of human communication is to com-
pare and contrast it with the communication systems of nonhuman species.
Oller follows this popular pattern, devoting a considerable part of this book
to this topic, but with a studiously primate fixation. Relatively little is said
about other vocalizing species, including songbirds, that have often been
taken as an important animal correlate~if not model! of human vocalization.
In this sense, Oller joins those who fully expect that human communication
has some vital precursors in nonhuman primates.

One of the fresh contributions in Oller’s book is his delineation of 18
infrastructural properties of communication, with special reference to the
communicative functions in humans and nonhuman primates. Taking some
inspiration from the famous linguist Charles Hockett, who wrote an influ-
ential treatise on the design features for language, Oller works toward an
improved description in which the design features are both hierarchical and
dimensional~i.e., not binary! and both more elaborated and more cognitive
than Hockett’s. Each of the 18 infrastructural properties is examined in some
detail in a chapter that runs to 100 pages. This chapter has a pivotal position
between the first eleven chapters that describe the vocalizations of human
infants and primates and the final three chapters that develop a theoretical
perspective on vocal evolution, fixed vocal signals, and possible directions
in infraphonological theory.

Oller’s book is recommended to both specialists and nonspecialists. It
contains a wealth of ideas that appeal to broad and narrow interests alike.
Fortunately, it is not so technical as to frustrate those who are new to this
field of study. But an effort to define critical terms succinctly and clearly
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would have helped to make the way easier for all readers and perhaps would
ensure a smoother launching of the theory of infraphonology.

RAY D. KENT
Waisman Center
University of Wisconson–Madison,
Madison, Wisconsin 53505-2280

Fundamentals of Modeling and Analyzing
Engineering Systems

Philip D. Cha, James J. Rosenberg, and Clive L.
Dym

Cambridge University Press, New York, 2000.
466 pp. Price: $100.00 hard cover ISBN: 0-521-59443X; $44.00 soft
cover ISBN: 0-521-59463-4.

The focus of the text is on lumped parameter modeling techniques and
the analysis of linear time-invariant~LTI ! single input output~SISO! sys-
tems. State-space concepts and feedback control of SISO systems are also
covered but briefly. The authors state that their target audience is sopho-
mores in engineering. The material on LTI SISO systems is no doubt di-
rected at students at this level.

The exposition of the linear-graph approach to model and analyze LTI
systems cannot be faulted. In fact the approach is at the heart of the disci-
pline of Acoustics. The textbook runs for 466 pages and is split into 10
chapters. The material in the text is similar to that covered inIntroduction to
System Dynamicsby J. L. Shearer, A. T. Murphy, and H. H. Richardson,
Addison–Wesley, 1967 or more recently a book by the same title by D.
Rowell and D. Wormley, Prentice–Hall, 1996. Both books follow the linear
graph approach. The gold standard for this material is Harry F. Olson’s
~ASA Silver medallist!, Dynamical Analogies, Van Norstrand, 1943.

Chapter 1 outlines the fundamental concepts of modeling and relation-
ship of the developed models to ordinary differential equations. In addition
the notion of a linear operator is introduced albeit without introducing math-
ematical formality.

The causality and shift invariance are not addressed at the outset. This
state-of-affairs forces the authors to backtrack in later chapters. The govern-
ing laws of system motion are addressed making use of a control volume
analogy akin to the Reynolds transport theorem.

Chapter 2 examines lumped-parameter modeling of ideal translational
mechanical and ideal electrical systems. For electrical systems KCL and
KVL are introduced as the laws governing interconnection of electrical el-
ements. For mechanical systems the application of Newton’s second law in
conjunction with free-boundary diagrams are used. D’Alembert’s principle
is used to introduce the nodal force balance concept. However I believe its
introduction does not enhance the development.

In Chapter 3 generalized lumped-parameter elements are discussed and
‘‘across’’ and ‘‘through’’ variables are defined. As a departure from the
choice of power variables, the authors have chosen to use force as the

through variable and displacement rather than the velocity as the across
variable. This choice has consequences. For example the interconnection of
a mechanical system to an electrical system using an ideal transformer is
problematic if one uses the displacement as the across variable. The impor-
tance of the inertial reference frame in describing the motion of a mass in a
mechanical system and its impact on the choice of the across variable is not
clearly discussed. Later in the chapter the authors are forced to introduce
this concept in order to develop lumped-parameter models of rotational
systems. Fluid and thermal systems are also cast in terms of a lumped-
parameter element formalism.

Chapter 4 examines the solution methods for first-order system mod-
els. Of particular note is the presentation of the solution of unforced and
forced response for said systems. Without introducing the shift invariance
the authors have to rely on what I consider a weak development of the
convolution theorem to describe the response of a first-order system to an
arbitrary input. An exposition in a similar vein is outlined in Chapter 5 for
second-order systems.

In Chapter 6 the Laplace transform is introduced. This material should
have been introduced prior to Chapter 4. The authors outline the properties
of unilateral Laplace transforms in a traditional manner. However in keeping
with the linear system vein of the book they could have mentioned that the
Laplace transform is a linear operator. The inversion of the transforms is
done using partial fraction expansions and table look up. This is a common
approach in most texts at this level.

In Chapter 7 the frequency response of LTI systems is examined. The
relationship of the response in the Laplace domain and the sinusoidal state
response is defined. The concept of the transfer function is introduced and
the Bode plot techniques are presented. I believe that Chapter 7 is a natural
break point in the text.

I believe the material covered in Chapters 8–10 is better covered in
many of the textbooks on classical control theory.

In Chapter 8 state space formulation of LTI systems is briefly pre-
sented. The relationship of ordinary differential equations to the state equa-
tions is examined and a brief introduction to eigenvalues and eigenvectors is
given. I found the presentation lacking in depth and detail for a beginning
student.

Chapter 9 introduces pole-zero plots and the role of dominant poles in
the transient response of LTI systems.

Chapter 10, the final chapter, deals with feedback systems. Block dia-
grams are examined. Frequency response based methods such as the phase
and gain margin techniques are examined and applied to the design of con-
trollers.

In summary the material in this text is classical in nature. However the
presentation style is not inspired and relies on examples and figures to make
points of conceptual significance. Some sections read more like a workbook
than a textbook. I believe the text would make a reasonable supplementary
text. It may be used as a primary text if the instructor augments the presen-
tation given in the text.

CHARLES THOMPSON
Department of Electrical and Computer Engineering
University of Massachusetts Lowell
Lowell, Massachusetts 01854
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6,178,140

43.20.Rz METHOD FOR THREE-DIMENSIONAL
BEAMFORMING IN DIRECTION FINDING SYSTEMS

Heiko Schlieter, assignor to L-3 Communications Elac Nautik
GmbH

23 January 2001„Class 367Õ103…; filed in Germany 19 May 1998

The outputs of identical planar groups of transducers that lie on oppo-
site sides of two orthogonal axes are combined in various ways that are said
to result in improved side lobe suppression and enhanced beam
focusing.—WT

6,181,643

43.30.Vh INTERFEROMETER WITH A SINGLE
PROJECTOR ARRAY AND A SINGLE RECEIVER
ARRAY

Richard Ove Nielsen, assignor to The Boeing Company
30 January 2001„Class 367Õ105…; filed 19 July 1999

An interferometer location determination sonar system is realized us-
ing a single projector array, rather than two distinct projector arrays, plus a
single receiver array, by functionally partitioning the projector array into
two parts, wherein some elements of the array may belong to both parts, but
such that there is a nonzero separation distance between the acoustic centers
of the two parts. The echo returns sensed by the receiver are suitably pro-
cessed to provide location information.—WT

6,188,646

43.30.Yj HYDROPHONE CARRIER

John Luscombeet al., assignors to Syntron, Incorporated
13 February 2001„Class 367Õ154…; filed 29 March 1999

One element of a multielement towed seismic streamer is shown in
cross section. Each element may contain a number of transducer elements
14 ~two such are shown in this figure!. These transducer elements may be

realized as a pair of piezoelectric disks or plates mounted on opposite ends
of some support structure and housed within the oil-filled tube structure14.
The hydrophone assemblies are positioned within a free-flooded cylindrical
chamber32, preferably made of titanium. Communication with the sur-
rounding acoustic medium is accomplished via a series of openings54 in the
outer wall of the chamber. Central strength member18 supports adjacent
elements and spacers20 and 34 as well as housing the electrical leads16
from each hydrophone. Potting material30 seals the openings where central
member18 passes through the ends of chamber32. Other embodiments of
the sensors14 are discussed.—WT

6,160,757

43.38.Hz ANTENNA FORMED OF A PLURALITY OF
ACOUSTIC PICKUPS

Wolfgang Tager and Gregoire Le Tourneur, assignors to France
Telecom S.A.

12 December 2000„Class 367Õ119…; filed in France 10 September
1997

Although the invention is described in terms of microphone arrays it
could also be applied to directional loudspeaker arrays. The patent includes
considerable background information as well as sophisticated mathematical
analysis. Optimized U-shaped and Pi-shaped arrays are developed that
might be described as line/endfire hybrids. Anyone interested in broadband
array design will find the patent interesting and informative.—GLA

6,058,196

43.38.Ja PANEL-FORM LOUDSPEAKER

Kenneth Harry Heron, assignor to The Secretary of State for
Defense in Her Britannic Majesty’s Government of the United
Kingdom of Great Britain and Northern Ireland

2 May 2000„Class 381Õ152…; filed in the United Kingdom 4 August
1990

Loudspeakers that behave like sounding boards predate coil-driven
cones. Panel form loudspeakers using moving coils to generate bending
waves go back at least 30 years. However, it is only in the last ten years or
so that distributed mode loudspeakers~DMLs! have been designed using
sophisticated scientific analysis. The invention is a skinned, multiresonant
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panel with a honeycomb core. It is excited by a single electromechanical
driver. Design constraints for a preferred embodiment are given in detail.—
GLA

6,144,746

43.38.Ja LOUDSPEAKERS COMPRISING PANEL-
FORM ACOUSTIC RADIATING ELEMENTS

Henry Azima et al., assignors to New Transducers Limited
7 November 2000„Class 381Õ152…; filed in the United Kingdom 9

February 1996

This distributed mode loudspeaker design~DML ! makes use of a mul-
tiresonant panel resiliently mounted within a peripheral frame, allowing pis-
ton operation at low frequencies.—GLA

6,152,257

43.38.Ja AUDIO SPEAKER

Thomas L. Denham, assignor to Thomas L. Denham; Denham
Pyramidal Corporation

28 November 2000„Class 181Õ155…; filed 4 May 1999

Known prior pyramid-shaped speaker systems include woofers and
tweeters vertically arranged plus four-sided pyramidal sound reflectors. The

inventor argues that a three-sided pyramid is inherently superior.—GLA

6,084,973

43.38.Kb DIGITAL AND ANALOG DIRECTIONAL
MICROPHONE

Jacquelynn Green et al., assignors to Audio Technica U.S.,
Incorporated

4 July 2000„Class 381Õ92…; filed 22 December 1997

The patent describes an interesting, sophisticated electroacoustical de-
vice. A highly directional ‘‘shotgun’’ microphone16 is combined with ad-
ditional reference capsules24 and some fancy digital processing. The goal is

to generate an output signal in which sounds originating from in front of the
directional microphone are enhanced and sounds originating from other di-
rections are suppressed.—GLA

6,151,399

43.38.Kb DIRECTIONAL MICROPHONE SYSTEM
PROVIDING FOR EASE OF ASSEMBLY AND
DISASSEMBLY

Mead C. Killion et al., assignors to Etymotic Research,
Incorporated

21 November 2000„Class 381Õ313…; filed 31 December 1996

The patent includes a well-written overview of hearing aid micro-
phones, more particularly the usage of directional microphones with in-the-
ear hearing aids. The invention makes use of several clever tricks to realize
the benefits of such a combination while minimizing attendant drawbacks. A
nondirectional capsule is combined with a directional capsule to allow user-
selected directivity and noise reduction.—GLA
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6,157,724

43.38.Lc APPARATUS HAVING LOUDSPEAKERS
CONCURRENTLY PRODUCING MUSIC
SOUND AND REFLECTION SOUND

Fukushi Kawakami, assignor to Yamaha Corporation
5 December 2000„Class 381Õ63…; filed in Japan 3 March 1997
Yamaha has previously patented methods of combining electronic mu-

sical instruments with room reverberation enhancement. The invention de-
scribed here is an all-in-one variant. Three loudspeakers and three micro-
phones are housed in the cabinet of an electronic keyboard. Loudspeaker–
microphone pairs amplify generally reflected room sound. At the same time,
the loudspeakers reproduce audio signals from the keyboard.—GLA

6,141,424

43.38.Si HEADPHONE CAPABLE OF DIRECTLY
CONVERTING DIGITAL AUDIO SIGNAL
INTO ANALOG AUDIO SIGNAL

Iwao Takiguchi and Motoyuki Yoshizumi, assignors to Sony
Corporation

31 October 2000„Class 381Õ74…; filed in Japan 24 December 1997
This patent has a chutzpah quotient of about 95 percent. A D/A con-

verter and a stereo analog amplifier are both contained in the headphone
casing. That is it.—GLA

6,078,669

43.38.Vk AUDIO SPATIAL LOCALIZATION
APPARATUS AND METHODS

Robert Crawford Maher, assignor to EuPhonics, Incorporated
20 June 2000„Class 381Õ17…; filed 14 July 1997
In recent years, techniques for generating virtual sound sources have

been stimulated by the unlikely combination of computer games and war
room communications. The patent describes a system based on an analysis
of moving sound sources in a natural environment rather than head-related
transfer functions. ‘‘The system operates successfully for both headphones
and speaker playback, and operates properly for all listeners regardless of
the physical dimensions of the listener’s pinnas, head, and torso.’’—GLA

6,154,545

43.38.Vk METHOD AND APPARATUS FOR TWO
CHANNELS OF SOUND HAVING DIRECTIONAL
CUES

Michael Kohut et al., assignors to Sony Corporation; Sony
Pictures Entertainment, Incorporated

28 November 2000„Class 381Õ23…; filed 16 July 1997
The invention is intended to provide more realistic surround sound

effects from multichannel cinema sound encoded into two discrete channels.
In the recording process, left and right surround signals are shifted 90 de-
grees. Head related transfer functions are then applied to each of the shifted
signals. Additional processing may include phase inversion, level adjust-
ment, and time delay. ‘‘As the encoding process enhances the surround
sound signals and further places some of the surround signals onto the front
signals, a listener experiences enhanced surround sound effects.’’—GLA

6,154,549

43.38.Vk METHOD AND APPARATUS FOR
PROVIDING SOUND IN A SPATIAL ENVIRONMENT

Glenn Arnold and Daniel Bates, assignors to Extreme Audio
Reality, Incorporated

28 November 2000„Class 381Õ104…; filed 18 June 1996
This sound reproduction method is intended to provide controlled

sound source localization, including rear images, to one or more listeners in
a defined area. Complications are avoided by simply adjusting the relative
amplitudes of four loudspeakers located at 90-degree intervals. In other
words, quadraphonic panning. Those familiar with the field may wonder if
this approach really represents a technical advancement sufficient to justify
44 patent claims.—GLA

6,185,156

43.38.Yn UNDERWATER ACOUSTIC IMPULSE
SOURCE

John V. Bouyoucos, assignor to Hydroacoustics-Incorporated
6 February 2001„Class 367Õ144…; filed 10 June 1999
An acoustic source that can radiate a broad spectrum signal, and whose

spectral content can be adjusted to emulate the signal radiated by a surface
ship, comprises a multiport air gun that has a stator10 with a series of ports
12 and16 in direct communication with the acoustic medium. These ports
are alternately valved by a rotor18 that is coaxial with the stator. The two
sets of ports are located diametrically opposite of each other. Pressurized air
at about 2000 psi fills the interior bore26 via inlet 24. Once during each
rotation, as the ports in both the rotor and stator become aligned, pressurized

air escapes, generating acoustic impulses. The speed of the rotor, and hence
the spectral content of the radiated signal, is controlled by an electric motor.
The amplitude of the radiated signal can be controlled by closing some of
the ports by means of a sliding cylindrical piston assembly~not shown! that
fits internally within the rotor18. The whole assembly is intended to be
housed within a hydrodynamically shaped towed vehicle wherein outer face
10 of the source constitutes a portion of the outer face of this vehicle. The
electric motor is housed within the vehicle. Electrical power and the pres-
surized air are conducted to the vehicle via the tow cable.—WT

6,157,196

43.40.Yq METHOD FOR MONITORING OF TAP
CHANGERS BY ACOUSTIC ANALYSIS

Tord Bengtssonet al., assignors to ABB Research Limited
5 December 2000„Class 324Õ420…; filed in Sweden 11 March 1996
In ac power distribution systems, transformer taps are switched under

load to maintain constant voltage. Tap changers suffer from arcing and me-
chanical wear, yet visual checks are time consuming and necessitate the
interruption of service. Sound analysis is a more accurate alternative than
temperature or power monitoring. The patent describes a relatively simple
method of automatically detecting sonic changes related to the status of a
tap changer.—GLA
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6,179,085

43.66.Ts RETENTION AND EXTRACTION DEVICE
FOR A HEARING AID

Owen D. Brimhall et al., assignors to Sonic Innovations
30 January 2001„Class 181Õ135…; filed 30 September 1999

A hearing device tip serves as both a retention device and an extraction
mechanism. A retention ring is incorporated as part of the tip into which a
hearing aid module is inserted. An elongated section on the tip serves as an
extraction handle that allows both the hearing device and the tip to be

removed simultaneously from the ear canal. When the hearing aid wearer
pulls on the elongated handle, the retention ring cinches around the hearing
aid module, preventing it from being separated from the tip.—DAP

6,175,820

43.72.Ar CAPTURE AND APPLICATION OF
SENDER VOICE DYNAMICS TO ENHANCE
COMMUNICATION IN A TEXT-TO-SPEECH
ENVIRONMENT

Timothy Alan Dietz, assignor to International Business Machines
Corporation

16 January 2001„Class 704Õ235…; filed 28 January 1999

This system first performs recognition of the speech input using a
standard software package, such as the IBM ViaVoice system. On a second
pass, the speech is further analyzed to extract prosodic information and the
text output from the recognition package is automatically annotated to re-
flect the voice dynamics. The extracted prosodic structure is reduced to a
fairly high-level representation, such that the text can be marked up using
textual features, such as bolding for loudness, italics for high pitch, and
extra spaces inserted for slow speech rates.—DLR

6,182,018

43.72.Ar METHOD AND APPARATUS FOR
IDENTIFYING SOUND IN A COMPOSITE SOUND
SIGNAL

Vy Tran et al., assignors to Ford Global Technologies,
Incorporated

30 January 2001„Class 702Õ66…; filed 25 August 1998

This ‘‘sound image’’ analysis system separates an audio signal into
component ‘‘images’’ based on the statistics of wavelet coefficient sets. A
kind of clustering of the wavelet coefficient sets is done on the basis of
kurtosis measurements of waveforms having a strong impulse characteristic.

Waveform segments, or components, are assigned to the respective clusters.
The separated waveform components are then classified by comparison with
a reference database.—DLR

6,182,035

43.72.Ar METHOD AND APPARATUS FOR
DETECTING VOICE ACTIVITY

Fisseha Mekuria, assignor to Telefonaktiebolaget LM Ericsson
„publ…

30 January 2001„Class 704Õ236…; filed 26 March 1998

This speech activity detector is based on a fast wavelet transform using
quadrature mirror filter pairs. A quadrature mirror filter divides the spectrum
equally at one quarter of the sampling rate~half of the Nyquist frequency!

into a low band and a high band. Each half band can be wavelet transformed
or further subdivided, producing a tree of frequency band data, with a wave-
let transform as the end result of each branch of the tree. The tree structure
is defined by an optimization process during the training cycle.—DLR

6,182,036

43.72.Ar METHOD OF EXTRACTING FEATURES IN
A VOICE RECOGNITION SYSTEM

Daniel Charles Poppert, assignor to Motorola, Incorporated
30 January 2001„Class 704Õ243…; filed 23 February 1999

This speech recognition analysis method uses a reduced set of acoustic
features in order to reduce memory and computational costs for a small,
portable voice processor unit. The inventor has discovered that, because of
correlations between the Mel-scale cepstral coefficients~MFCCs!, alternate
coefficients from the set can be dropped with little effect on the recognition
results. Only the odd-numbered MFCCs are retained and even-numbered
delta MFCCs are kept.—DLR

SOUNDINGS

1244 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Reviews of Acoustical Patents



6,182,044

43.72.Ar SYSTEM AND METHODS FOR ANALYZING
AND CRITIQUING A VOCAL PERFORMANCE

Philip W. Fong and Nelson B. Strother, assignors to International
Business Machines Corporation

30 January 2001„Class 704Õ270…; filed 1 September 1998

This song analysis system would analyze vocal singing material by
extracting pitch, phonetic content, and rhythmic structure from a digitized
signal of the singer’s voice. The analysis parameters of different songs may
be compared, either by the same singer or by different singers, to provide a
measure of the difference between the two performances, noting differences
in any or all of the extracted qualities.—DLR

6,175,602

43.72.Dv SIGNAL NOISE REDUCTION BY
SPECTRAL SUBTRACTION USING LINEAR
CONVOLUTION AND CAUSAL FILTERING

Harald Gustafsson et al., assignors to Telefonaktiebolaget LM
Ericsson „publ…

16 January 2001„Class 375Õ346…; filed 27 May 1998

A speech noise reduction system is described that uses the spectral
subtraction method of speech enhancement. A novel aspect of the system is
the use of low order spectral estimates, which reduces musical tones in the
speech output and allows the addition of an interpolation phase, making the

subtraction filter causal and thus preventing waveform discontinuities be-
tween frames of the output. The figures show a noisy speech signal as the
original and as cleaned up by the method.—DLR

6,181,351

43.72.Ew SYNCHRONIZING THE MOVABLE
MOUTHS OF ANIMATED CHARACTERS WITH
RECORDED SPEECH

John Wickens Lamb Merrill et al., assignors to Microsoft
Corporation

30 January 2001„Class 345Õ473…; filed 13 April 1998

The system described here allows the synchronization between an ani-
mated facial image and spoken dialog. The dialog must be available at least
in the form of text and optionally in the form of a recorded speech file. An
annotated version of the text is created by adding animation cues, which

generate animated face movements in synch with the speech sounds. The
text can also be made to appear in balloons, which change in synch with the
sound track. If an animation is prepared with text only, a recorded sound
track can be added at any later time.—DLR

6,182,033

43.72.Ew MODULAR APPROACH TO SPEECH
ENHANCEMENT WITH AN APPLICATION
TO SPEECH CODING

Anthony J. Accardi and Richard Vandervoort Cox, assignors to
AT&T Corporation

30 January 2001„Class 704Õ223…; filed 9 January 1998

In this modular speech vocoder, the speech signal is first separated into
spectral, excitation, and gain components. Each of these components can be
enhanced using techniques specific to that signal type. The enhancements
described seem to be fairly typical vocoding techniques, such as perceptual
filtering of the LPC spectral information.—DLR

6,182,042

43.72.Ew SOUND MODIFICATION EMPLOYING
SPECTRAL WARPING TECHNIQUES

Alan Peevers, assignor to Creative Technology Limited
30 January 2001„Class 704Õ269…; filed 7 July 1998

This speech analysis and resynthesis technique allows the amplitude of
individual components of the signal to be selectively modified without
changing the magnitude or phase of the remaining components. A FFT spec-
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tral envelope of a signal frame is divided into signal components on the
basis of spectral peaks. The patent describes a method by which the magni-
tude and phase of the Fourier coefficients of the selected component are
changed, such that the desired signal change is accomplished upon overlap
and add recombination of the inverse transforms.—DLR

6,182,043

43.72.Gy DICTATION SYSTEM WHICH
COMPRESSES A SPEECH SIGNAL USING A USER-
SELECTABLE COMPRESSION RATE

Herbert Böldl, assignor to U.S. Philips Corporation
30 January 2001 „Class 704Õ270…; filed in Austria 12 February

1996

This handheld dictation system would compress the speech signal us-
ing various degrees of compression to allow the user to select a trade-off

between signal quality and storage capacity. Intervals of speech would be
stored in separate, addressable files on a removable memory card.—DLR

6,173,262

43.72.Ja TEXT-TO-SPEECH SYSTEM WITH
AUTOMATICALLY TRAINED PHRASING RULES

Julia Hirschberg, assignor to Lucent Technologies, Incorporated
9 January 2001„Class 704Õ260…; filed 15 October 1993

This patent describes a method for improving the intonation patterns
used when producing phrases or sentences of synthetic speech. A collection
of training text is annotated by human linguists to add markers indicating

suitable intonation structures. These annotations are then read during text-
to-speech synthesis of that text and used to construct statistical representa-
tions of the intonation patterns. These statistical representations are then
used during the synthesis of new text to generate more natural intonation
patterns.—DLR

6,173,263

43.72.Ja METHOD AND SYSTEM FOR
PERFORMING CONCATENATIVE SPEECH
SYNTHESIS USING HALF-PHONEMES

Alistair Conkie, assignor to AT&T Corporation
9 January 2001„Class 704Õ260…; filed 31 August 1998

According to this patent, the use of diphone elements provides more
intelligible synthetic speech, while the selection of units provides greater
naturalness. The described method combines both techniques by collecting
large numbers of each possible half-phoneme element from a training
speech data corpus. The training speech corpus is then resynthesized and a
Viterbi search is used to optimize the selection of half-phoneme units.—
DLR

6,175,314

43.72.Ja VOICE ANNUNCIATION OF DATA LINK
ATC MESSAGES

George A. Cobley, assignor to Rockwell Collins, Incorporated
16 January 2001„Class 340Õ945…; filed 25 February 1999

This system for automatically generating ground-to-air messages for
use by air traffic controllers is said to meet the provisions of international
performance standards RTCA DO-219. Messages are stored in the form of
digitized speech waveform samples. Recorded segments allow ground-to-air
messages to be produced in various languages, dialects, or speaker-gender,
as selected by the cockpit crew.—DLR

6,175,821

43.72.Ja GENERATION OF VOICE MESSAGES

Julian H. Page and Paul Murrin, assignors to British
Telecommunications public limited company

16 January 2001„Class 704Õ258…; filed in European Patent Office
31 July 1997

It is well known that the playback of recorded speech offers the great-
est possible naturalness in interactive voice applications, while synthetic
speech offers greater flexibility in the choice of words and phrases. This
patent describes a system that combines both methods. Recorded speech

phrases are analyzed and represented in a form compatible with the param-
eter representation of the synthetic speech. Synthetic words or phrases can
then be inserted into a prerecorded phrase, blending the parameters to pro-
duce a smooth transition between the speech portions from different
sources.—DLR
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6,178,402

43.72.Ja METHOD, APPARATUS AND SYSTEM FOR
GENERATING ACOUSTIC PARAMETERS IN A
TEXT-TO-SPEECH SYSTEM USING A
NEURAL NETWORK

Gerald E. Corrigan, assignor to Motorola, Incorporated
23 January 2001„Class 704Õ259…; filed 29 April 1999

This parametric speech synthesizer uses a neural network to generate
acoustic parameter vectors, such as formant frequencies, etc., for a typical
formant synthesizer. Prior neural network synthesizers have used the net-
work to generate the entire acoustic parameter trajectories, thus involving a

large amount of network computation. This system simplifies that process
by using the network to generate only coefficients for a cubic spline smooth-
ing system. Cubic spline parameters are generated for each half-phoneme,
from which the full acoustic parameter trajectories are then directly
computed.—DLR

6,182,041

43.72.Ja TEXT-TO-SPEECH-BASED REMINDER
SYSTEM

Yizhi Li et al., assignors to Nortel Networks Limited
30 January 2001„Class 704Õ260…; filed 13 October 1998

This network-based voice reminder system uses a central text-to-
speech server to produce reminder messages at specified times for the en-
rolled clients. Such messages are sent out to the client as a telephone call or
an e-mail voice message, according to programmed instructions. The patent
addresses server management issues as well as text-to-speech issues.—DLR

6,173,260

43.72.Ne SYSTEM AND METHOD FOR AUTOMATIC
CLASSIFICATION OF SPEECH BASED UPON
AFFECTIVE CONTENT

Malcolm Slaney, assignor to Interval Research Corporation
9 January 2001„Class 704Õ250…; filed 29 October 1997

This patent roughly describes a variety of ways to extract emotional
content from a speech signal. Feature sets are described only in general
acoustical terms, without regard to the classification of specific emotional
patterns. Pitch information would be measured at frame rates of 20 to 50
frames per s, while spectral envelope variations are measured at a higher
rate. Other possible features are suggested. Utterances are divided into

phrases and the features are collected at phrase begin, middle, and end
points.—DLR

6,173,261

43.72.Ne GRAMMAR FRAGMENT ACQUISITION
USING SYNTACTIC AND SEMANTIC CLUSTERING

Kazuhiro Arai et al., assignors to AT&T Corporation
9 January 2001„Class 704Õ257…; filed 30 September 1998

The recognition of unconstrained, natural speech presents a difficult
problem due to the practically unlimited variety of phrases that can occur.
This system extracts grammar fragments from a spoken phrase and provides
a method of measuring the distance between phrases using the Kullback–

Leibler measure of distance between probability distributions. In addition to
grammar fragments preceding and following a key word, the system also
measures semantic distances between various expressions of the key ele-
ments of the sentence.—DLR

6,173,266

43.72.Ne SYSTEM AND METHOD FOR
DEVELOPING INTERACTIVE SPEECH
APPLICATIONS

Matthew T. Marx et al., assignors to SpeechWorks International,
Incorporated

9 January 2001„Class 704Õ270…; filed 6 May 1997

This patent describes a graphical computer interface that allows the
rapid construction of speech dialogs for interactive speech applications. Dia-
logs are constructed from dialog modules, which are represented by icons in
the computer model. The icons are manipulated on-screen to specify a call
flow graph for the speech interaction. During the graphical process, module
parameters may be set to specify attributes, such as prompt time-outs, loop
counts, barge-in and beep settings, etc.—DLR.

6,178,401

43.72.Ne METHOD FOR REDUCING SEARCH
COMPLEXITY IN A SPEECH RECOGNITION
SYSTEM

Martin Franz and Miroslav Novak, assignors to International
Business Machines Corporation

23 January 2001„Class 704Õ255…; filed 28 August 1998

This two-tier speech recognition system performs an acoustic analysis
followed by a fast search to generate an initial candidate word list. A gram-
mar analysis then determines a fast match score by comparison with a lan-
guage model. The acoustic score and the linguistic score are then combined
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to determine a final selection of word candidates to be tested with a more
thorough, detailed search procedure.—DLR

6,178,403

43.72.Ne DISTRIBUTED VOICE CAPTURE AND
RECOGNITION SYSTEM

Michael J. Detlef, assignor to Sharp Laboratories of America,
Incorporated

23 January 2001„Class 704Õ270…; filed 16 December 1998

This hand-held, or ‘‘palm-sized,’’ computer unit contains software and
hardware capable of recording multiple speech phrases and associating the
spoken phrases with any of the several applications that may exist in the
device. Phrases may be played back and rerecorded at any time. Later, when
the unit is connected to a larger computer system, such as a desktop PC, for
the purpose of synchronizing the hand-held unit with the larger system,
speech recognition software on the larger system may be used to convert the
recorded speech phrases to text.—DLR

6,178,404

43.72.Ne SYSTEM AND METHOD TO FACILITATE
SPEECH ENABLED USER INTERFACES BY
PROMPTING WITH POSSIBLE TRANSACTION
PHRASES

Myra Hambleton and Eric Weeren, assignors to InterVoice
Limited Partnership

23 January 2001„Class 704Õ275…; filed 23 July 1999

Can a telephone interaction menu be improved by adding voice capa-
bility? The easy ways to do that, requiring that either exact phrases or menu
numbers be spoken, do not help much. This patent provides a better way.
Individual spoken words or phrases are used as keys to search the various
menu options. The search can be done either at run time or at setup time,
generating a keyword grammar. Search parameters are adjustable, allowing
a match on anything from a single matching word to requiring an entire
correct phrase.—DLR

6,182,038

43.72.Ne CONTEXT-DEPENDENT PHONEME
NETWORKS FOR ENCODING SPEECH
INFORMATION

Sreeram Balakrishnan and Stephen Austin, assignors to Motorola,
Incorporated

30 January 2001„Class 704Õ250…; filed 1 December 1997

This speech recognizer is arranged for efficient use in a network situ-
ation by multiple users, each having unique environmental conditions as
well as unique speaker characteristics. The central idea is that trigram pho-
neme probability tables are separated from the acoustic models used to
classify the phonemes and from the language models used to recognize

words. This allows a network of trigrams to serve as a single, universal
interface between detectors of phoneme sequences as spoken by any speaker
and word detectors that may use any language model.—DLR

6,182,039

43.72.Ne METHOD AND APPARATUS USING
PROBABILISTIC LANGUAGE MODEL BASED ON
CONFUSABLE SETS FOR SPEECH
RECOGNITION

Luca Rigazio et al., assignors to Matsushita Electric Industrial
Company, Limited

30 January 2001„Class 704Õ257…; filed 24 March 1998

In this speech recognizer, segment confusability information is com-
bined with syntactic structure constraints to provide better discrimination
between likely and unlikely segment sequences. Segments, for this purpose,
may be phonemes, words, or in this case, spoken letters as used in spelling
names. Valid letter sequences are defined by occurrences in a dictionary of
possible names. The spoken letters are divided into 6 classes, such as the
‘‘E’’ set, b, c, d, e, g, p, t, v, and z.—DLR

6,182,046

43.72.Ne MANAGING VOICE COMMANDS IN
SPEECH APPLICATIONS

Kerry A. Ortega et al., assignors to International Business
Machines Corporation

30 January 2001„Class 704Õ275…; filed 26 March 1998

This patent offers, in some sense, a new way of thinking about the help
function of any program which is at least partly controllable by voice com-
mands. The aspect of the help function related to the voice commands is
referred to as the ‘‘what can I say?’’~WCIS! function. As an example of
some of the thought that has gone into this WCIS system, it is recognized
that some voice commands are already cued by visible features of the pro-
gram. Such commands would not be as prominent in, or omitted altogether
from, the WCIS function.—DLR

6,182,037

43.72.Pf SPEAKER RECOGNITION OVER LARGE
POPULATION WITH FAST AND DETAILED
MATCHES

Stephane Herman Maes, assignor to International Business
Machines Corporation

30 January 2001„Class 704Õ247…; filed 6 May 1997

This speaker recognition system divides the trained speaker population
into subgroups. A fast search technique is used to decide which group a
candidate speaker best fits into. If ambiguity remains of the candidate’s
identity, a detailed search then makes the final decision, limited to speakers
within the selected group. The detailed search also makes use of speaker-
dependent information.—DLR
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On the effect of boundaries on radiation resistance of plates
K. Renji
Structures Group, ISRO Satellite Centre, Bangalore 560017, India

~Received 5 April 2000; accepted for publication 30 May 2001!

At high frequencies, radiation resistance of a plate converges to the radiation resistance of the
simply supported plate and is not influenced by its boundary conditions. But, at low frequencies the
radiation resistance is significantly influenced by the boundary conditions. Up to what frequency the
boundaries affect the radiation resistance is experimentally investigated in this study. It is found that
this depends on the number of bending waves present in the structure and not merely on the critical
frequency. If the plate contains more than two bending waves, the radiation resistance is
approximately equal to the radiation resistance of the plate with simply supported boundaries. Also,
a plate behaves like an infinite plate at frequencies above the critical frequency only if it contains
a few bending waves. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1387997#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Expressions for the radiation resistance of a plate were
originally derived by Maidanik.1 These expressions, with
some corrections,2–4 are used in determining the radiation
resistance of a plate with simply supported boundaries. At
high frequencies the boundary conditions do not affect the
radiation resistance, hence, the radiation resistance of a plate
with any type of boundaries is given by that of the plate with
simply supported boundaries. At low frequencies the bound-
ary conditions have significant effects on the radiation resis-
tance. Up to what frequency the boundaries affect the radia-
tion resistance is not very clear in the literature. The present
study is an experimental investigation of this aspect.

II. RADIATION RESISTANCE

Radiation resistance, denoted byRrad, is a measure of
the sound power radiated by the structure, which is related
by

W5Rrad̂ v2&x , ~1!

whereW is the sound power radiated by the structure when
the spatial average of the mean-square value of the velocity
of the structure iŝ v2&x . The frequency averaged radiation
resistance of a plate with simply supported edges kept in a
rigid, infinite, and planar baffle and radiating into a reverber-
ant room by one side of the plate can be estimated using the
following equations:1–4 For f , f c andka, kb.2p

Rrad5Arac$~lcla /A!2~ f / f c!g11~plc /A!g2%/2,

where

g15~4/p4!$~122c2!/@c~12c2!1/2#% for f / f c,0.5,

g150 for f / f c>0.5,

g25~1/4p2!$~12c2!ln@~11c!/~12c!#12c%

3$1/~12c2!3/2%,

c5~ f / f c!
1/2.

For f , f c andka, kb,2p

Rrad5Arac~4/p4!~plc /A!~ f / f c!
1/2/2.

For f 5 f c

Rrad5Arac$~a/lc!
1/21~b/lc!

1/2%/2.

For f . f c

Rrad5Arac$12~ f c / f !%21/2. ~2!

The plate has dimensionsa, b. In Eq. ~2! A is the area,p is
the perimeter, andf c is the critical frequency of the panel.
The wavelength of sound in air is denoted byla and the
wavelength at the critical frequency is denoted bylc . The
air has a densityra and the speed of sound in air isc. The
parameterk is the wave number in air at frequencyf.

Maidanik1 observed that the radiation resistance of a
panel with clamped edges is twice that of the panel with
simply supported edges. Nikiforov5 proved that the radiation
resistance becomes zero when the edges are free. Equation
~2! gives the radiation resistance of plates radiating into a
reverberant room by one side of the panel. When both sides
of the panel radiate sound, the radiation resistance is double
the value obtained using Eq.~2!.4,6 In many situations one
has to find the radiation resistance of a plate which is not
kept in a planar baffle, as in the case of a wall of a rectan-
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gular box. In such cases Lyon7 obtained the radiation resis-
tance using Eq.~2! multiplied by a factor of 0.5 for an un-
baffled plate.4,7 For unbaffled plates, apart from the above
discussed factor of 0.5, yet another phenomenon called
‘‘short circuiting’’ affects the radiation resistance. This is due
to the flow of air from one side of the plate to the other
without the air getting compressed, consequently, it reduces
the radiation resistance and the effect is more obvious at low
frequencies. Oppenheimer and Dubowski8 derived expres-
sions for this effect. Radiation resistance of any type of plate
construction can be estimated using Eq.~2! with factors for
boundary conditions, effect of neighboring structure, and ef-
fect of inertial flows.

One important question remains, which is up to what
frequency the boundary conditions affect the radiation resis-
tance. In other words, up to what frequency the factor for
boundary conditions need be applied. Maidanik9 and Fahy10

applied the factor 2 for the radiation resistance of clamped
plates for frequencies up to 0.5f c , which was progressively
reduced to unity at critical frequency. The boundaries do not
affect the radiation resistance beyond critical frequency.9,10

The critical frequency of a panel does not depend on its
dimensions. Hence, it is possible to have panels having fre-
quencies of the first few bending modes larger than their
critical frequencies. If the effects of boundaries on the radia-
tion resistance of plates are applied only up to their critical
frequencies, it implies that it is possible that the boundaries
do not affect the radiation resistance of even the first few
modes. Hence, the frequency up to which the boundaries
affect the radiation resistance should be dependent on the
number of bending waves present in the structure rather than
the critical frequency. Therefore, it is logical to assume that
if the plate contains a few bending waves, the effect of
boundary conditions may not be significant. In other words,
the radiation resistance of a plate is very close to that of the
simply supported plate at frequencies wherelb!a,b, where
lb is the wavelength of the bending waves in the plate. This
behavior is experimentally verified in this study.

III. EXPERIMENTAL RESULTS

Radiation resistance of a typical plate is determined ex-
perimentally. The structure considered is a honeycomb sand-
wich panel with face sheets made of aluminum alloy. The
panel has dimensions 1.331.1 m. The face sheet has a thick-
ness of 0.19 mm and the thickness of the core is 25.4 mm.
The measured mass of the panel is 4.3 kg. The mass of the
panel without the concentrated masses is 2.75 kg. The criti-
cal frequency of the panel is estimated to be 382 Hz when
the speed of sound in air is 346 m/s.

Radiation resistance is determined experimentally by ex-
citing the panel using shaker systems and measuring the vi-
bration responses of the panel, as well as the sound-pressure
level in the room. From the above-measured values, the ra-
diation resistance is given by4

Rrad5^p2&x$sa/~12a!%/$4rac^v2&x2~nc2/p f 2rA!^p2&x%,

~3!

where^p2&x is the spatial average of the mean-square value
of the sound in the room andn is the modal density of the

plate. The room has a surface area ofs and its average ab-
sorption coefficient isa. The parametera includes the ab-
sorption due to walls of the room as well as that due to air.
The panel is hung in the reverberation chamber. The four
edges of the panel have free boundary conditions and no
baffle is used. Three driving-point positions are used and the
acceleration levels are measured at 11 randomly selected lo-
cations. The acoustic field is measured at three locations. In
the present experiment, the radiation resistance values are
obtained up to 2500 Hz in 1/3-octave bands. Since the num-
ber of modes in 1/3-octave bands below 315 Hz is less than
one, the radiation resistance values below 315 Hz, 1/3-octave
bands are not given here. The measured radiation resistance
values are given in Fig. 1.

The radiation resistance of the panel is theoretically es-
timated using Eq.~2! and shown in Fig. 1. The boundaries
are assumed to be simply supported. Since the plate is un-
baffled, a factor of 0.5 is used as discussed earlier. For the
discussion of the results, it is important to obtain the wave-
length of the bending waves in the panel. The wavelength of
the bending wave is estimated to be 0.92 m at the critical
frequency, hence, there is approximately only one bending
wave present in the structure.

Let us now compare the experimentally determined ra-
diation resistance with the estimated values. It is to be noted
that for estimating the radiation resistance, the boundaries
are assumed to be simply supported. The results show that
the experimentally obtained radiation resistance values are
very low compared to the theoretical estimates. The experi-
mental results match with the theoretical results only at fre-
quencies above 1250 Hz, 1/3-octave band. One can observe
that the radiation resistance is influenced by the boundary
conditions up to 1250 Hz, 1/3-octave band, even beyond the
critical frequency. Many researchers, like Maidanik,9 Fahy,10

Lyon,11 and Clarkson and Brown12 followed the assumption
that the radiation resistance is independent of the boundary
conditions for frequencies above the critical frequency. It is
now clear that this is not true. It is important to note that at
the critical frequency there is only one bending wave present
in the panel, whereas beyond the 1250-Hz octave band,
where the effects of boundary conditions are not seen, there
are more than two bending waves present. The frequency up

FIG. 1. Radiation resistance of a panel: ———, theory:1, experiment.
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to which the boundary conditions can be considered to be
affecting the radiation resistance depends mainly on the
number of bending waves present in the panel and not
merely on the critical frequency.

It can be argued that the expressions used for the radia-
tion resistance are valid only when the modal densities of the
structure are high. But, this is true for frequencies up to the
critical frequency. For frequencies above the critical fre-
quency, the expression for the radiation resistance is not de-
rived based on this assumption. It is based on the fact that a
plate behaves like an infinite plate for frequencies above the
critical frequency. In the present study the results are dis-
cussed for frequencies above the critical frequency. Hence,
this limitation does not arise in the present case. But, it is
important to note from the experimental results that it is not
correct that a plate always behaves like an infinite plate for
frequencies above the critical frequency. At frequencies
above the critical frequency a plate radiates like an infinite
plate only if it contains a few bending waves.

IV. CONCLUSIONS

The frequency up to which the boundaries affect the
radiation resistance depends on the number of bending
waves present in the structure and not its critical frequency
alone. The experimental results show that if there are more
than two bending waves present in the plate, radiation resis-
tance is independent of its boundary condition. A plate radi-
ates like an infinite plate at frequencies above the critical
frequency only if a few bending waves are present in the
structure.
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The effects of pressure loading on the dynamics of a curved
piezostructure

James K. Henrya) and Robert L. Clarkb)

Department of Mechanical Engineering and Materials Science, Duke University, Box 90302, Durham,
North Carolina 27708-0302
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In an article previously published in this journal by the authors, a state-space model of a curved
piezostructure was developed and used to investigate the effects of curvature on panel dynamics.
Panel curvature was shown to increase control system bandwidth and to affect transducer coupling.
In the present work, the model is extended to include the effects of internal pressure loading on the
dynamics of a curved piezostructure. The impact of internal pressure loading on the dynamics of a
curved piezostructure, and subsequently on active structural acoustic control~ASAC! of sound
transmission through it, are reviewed. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1387998#

PACS numbers: 43.40.Vn@PJR#

I. INTRODUCTION

Model-based control system design depends upon model
accuracy to ensure realistic prediction of closed-loop perfor-
mance. Recent research on active structural acoustic control
~ASAC! of curved panels for reduction of interior cabin
noise in aircraft has sought to include complicating effects in
panel dynamics in an effort to more closely simulate the
service conditions of actual aircraft panels. As part of this
research, curvature was shown to significantly affect control
system bandwidth and transducer coupling.1 The present
work will focus upon the effects of pressure loading on the
dynamics of a curved panel and the implications of pressure
loading on ASAC design strategies.

A Hamiltonian energy method will be used to develop a
state-space model of a tensioned curved panel with attached
piezoelectric actuators. The effects of the internal pressure
loading on the dynamics of the curved piezostructure will be
reviewed briefly. Finally, the impact of the internal pressure
on ASAC design strategies will be discussed.

II. MODEL DEVELOPMENT

The internal pressure model is developed through the
extension of an energy method used to model structures with
attached piezoelectric actuators first described by Hagood
et al.,2 and later used by the authors to model a curved
piezostructure.1 In order to model the effects of internal pres-
sure, a curved panel is assumed to be a portion of a complete
cylinder with hemispherical endcaps. The cylinder is sub-
jected to internal pressure loading. The panel is assumed to
be far from the endcaps of the cylinder, allowing the internal
pressure loads to be modeled as in-plane tensile forces. The
effects of pressure loading on the panel dynamics are inves-
tigated by subjecting a simply supported curved panel with
attached piezoelectric actuators to in-plane tensile forces cor-
responding to a given internal pressure load.

A. Internal pressure

A cylinder with endcaps is subjected to a static pressure
load, ps . At a sufficient distance from the endcaps, mem-
brane theory defines the in-plane tensile forces that a cylin-
drical portion of the cylinder with radiusR encounters

Nxx5psR/2, Nff5psR , Nxf50, ~1!

where ps is determined from the pressure differential be-
tween the interior cabin pressure and the exterior atmo-
spheric pressure

p5Pint2Pext. ~2!

The in-plane tensile forces are applied to the curved piezo-
structure to simulate static pressure loading.

B. Energy method

A curved panel with shear-diaphragm boundary condi-
tions is subjected to the combined action of a transverse load
from a piezoelectric actuator and in-plane tensile forces cor-
responding to a given static pressure load as shown in Fig. 1.
The contribution of the tensile load and the transverse load,
as well as the interaction between the two, is modeled.

The generalized energy balance from Hamilton’s prin-
ciple for electromechanical systems2–4 is

E
t1

t2
@d~T2U1We2Wm!1dW#dt50. ~3!

The additional energy contribution of the tensile forces and
the interaction between the tensile loads and the transverse
load only affect the potential energy of the system,U. The
new expression for the potential energy will be built term by
term.

Initially, the curved panel is subjected to the tensile load.
The first term of the potential energy expression,Upr , re-
sults from the stretching of the midplane of the curved panel

Upr5
1

2 ESs

$e%T$npr%dSs , ~4!a!Graduate Research Assistant, Student Member ASA.
b!Professor, Member ASA.
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whereSs is the surface of the structure,npr is the vector of
tensile stress resultants fron Eq.~1!

npr5$Nxx Nff Nxf%T, ~5!

ande is the vector of material strains

$e%5$exx eff exf%T. ~6!

Since the values of the tensile stress resultants are
known, Hooke’s law can be used to obtain an expression for
the strain vector in terms of the tensile stress resultants

e5
1

hs
Cs

21npr, ~7!

whereCs is the structural material stiffness matrix

Cs53
Es

12ns
2

Esns

12ns
2 0

Esns

12ns
2

Es

12ns
2 0

0 0
Es

2~11ns!

4 . ~8!

Expanding, the first term of the potential energy of the sys-
tem becomes

Upr5
1

2hsEs
E

0

aE
0

Lx
@Nxx

2 1Nff
2 22nNxxNff

12~11n!Nxf
2 #dx R df. ~9!

Note that the midplane stretching potential energy contribu-
tion, Upr , is not a function of the displacements of the
curved panel.

It is then assumed that while the panel is tensioned, the
piezoelectric transducers are attached. A transverse load is
applied to the structure by the attached transducers. The po-
tential energy added by the transverse load increases the po-
tential energy of the system byUt , where

Ut5
1

2 EVs

eT~x!s~x!dVs

1 (
np51

Np 1

2 E
Vpnp

eT~x!s~x!dVpnp
, ~10!

and the vector of material stresses,s, is

$s%5$sxx sff sxf%T. ~11!

As detailed in Ref. 1, Hooke’s law can be used to ex-
press the stress vector in terms of the strain vector and ma-
terial properties. Further, the strain vector can be described in
terms of a linear differential operator and the midplane dis-
placements of the curved piezostructure. Thus, the entire po-
tential energy of bending can be written as a function of the
midplane displacements

Ut5
1

2 EVs

$Lum
um%TCs$Lum

um%dVs

1 (
np51

Np 1

2 E
Vpnp

$RsLum
um%TCE$RsLum

um%dVpnp
.

~12!

The transverse load also produces additional strain in the
midplane of the panel: strain which is negligible in the ab-
sence of the tensile load. However, the small midplane
strains in combination with the tensile loads contribute terms
to the potential energy that are of the same order as the
potential energy added by the transverse load,Ut . The addi-
tional strains in the midplane of the panel induced by bend-
ing are found using the strain–displacement relations for
large displacements in a curved panel. The large displace-
ment strain–displacement relations for a curved panel with
the coordinate system shown in Fig. 1 according to Leissa5

are

$e8%5H exx8

eff8

exf8
J 55

]u

]x
1

1

2 S ]w

]x D 2

1

R

]v
]f

1
w

R
1

1

2R2 S ]w

]f D 2

1

R

]u

]f
1

]v
]x

1
1

R

]w

]x

]w

]f

6 . ~13!

The potential energy contributed by the combination of the
small midplane strains and the tensile loads is

Uc5E
Ss

$e8%T$npr%dSs , ~14!

whereSs is the surface of the curved panel structure. Substi-
tuting Eqs.~5! and ~13! into Eq. ~14! and expanding,

Uc5Uc1
1Uc2

, ~15!

where

FIG. 1. Coordinate system of curved panel with attached piezoelectric trans-
ducer~shaded! subjected to tensile loads.
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Uc1
5E

0

aE
0

LxFNxxS ]u

]xD1NffS 1

R

]v
]f

1
w

RD
1NxfS 1

R

]u

]f
1

]v
]xD Gdx R df, ~16!

and

Uc2
5

1

2 E0

aE
0

LxFNxxS ]w

]x D 2

1NffS 1

R

]w

]f D 2

12NxfS 1

R

]w

]x

]w

]f D Gdx R df. ~17!

Equation~16! can be rewritten in matrix form

Uc1
5E

0

aE
0

Lx
@Luum#Tnpr dx R df, ~18!

where the linear differential operator,@Lu#, in the midplane
of the curved panel is

$Lu%5F ]

]x
0 0

0
1

R

]

]f

1

R

1

R

]

]f

]

]x
0

G . ~19!

Equation~17! can also be expressed in matrix form

Uc2
5

1

2 E0

aE
0

Lx
@Lp1

um#TN@Lp2
um#dx R df, ~20!

where the two linear differential operators,Lp1
andLp2

, are

Lp1
5F 0 0

]

]x

0 0
1

R

]

]f

0 0
1

R

]

]x

G , ~21!

and

Lp2
5F 0 0

]

]x

0 0
1

R

]

]f

0 0
1

R

]

]x

G , ~22!

The tensile stress matrix,N, is the diagonalization of the
tensile stress vector,npr, such that

N5FNxx 0 0

0 Nff 0

0 0 Nxf

G . ~23!

Expressing the potential energy terms in matrix form
simplifies the generation of the equations of motion of the

system. The expression for total potential energy is

U5Ut1Upr1Uc1
1Uc2

. ~24!

Following the Rayleigh–Ritz procedure, the displace-
ments of the curved panel are expressed in terms of general-
ized coordinates and mode shape functions

um~x,f,t !5 (
k51

K

Cdk~x,f!qk~ t !. ~25!

The equations of motion of the system are found by substi-
tuting for each energy term in the generalized Hamilton’s
principle defined in Eq.~3!. Since only the potential energy
term has been affected by this development, it is not neces-
sary to discuss the variations of the other energy terms. Sub-
stituting Eq.~25! for the displacement, the variations of each
term of the total potential energy are taken starting with the
potential energy contributed by the transverse load

dUt5@Ks1Kp#$q%. ~26!

The structural stiffness matrix,Ks, and piezoelectric actuator
stiffness matrix,Kp, were derived in Ref. 1. Continuing, the
variation of the midplane stretching term is zero

dUpr5@0#, ~27!

since it is not a function of the generalized coordinates. The
variation ofUc1

yields a generalized force term

dUc1
5@Pf#$f%, ~28!

wherePf is given by

Pf5E
0

aE
0

Lx
@LuCd#Tnpr dx R df. ~29!

When calculated for each mode in the model, the resulting
generalized force expression,Pf, is a 3K31 vector, whereK
is the number of assumed modes. Finally, the variation of
Uc2

results in a stiffness contribution

dUc2
5@Ktf#$q%, ~30!

where the tensile force stiffness is

Ktf5
1

2 E0

aE
0

Lx
@Lp1

Cd#TN@Lp2
Cd#dx R df. ~31!

After evaluation, the stiffness contribution of the static pres-
sure load is a 3K33K matrix. Note from the above expres-
sions that the added stiffness only affects the out-of-plane
modes.

Compiling the terms, the equations of motion of the ten-
sioned curved piezostructure can be written

@Ms1Mp#$q̈%1@Ks1Kp1Ktf#$q%

5@Q#$v%1@Bf1Pf#$f%. ~32!

The equations of motion can be cast in state-variable form in
the same manner as that shown in Ref. 1.
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III. SUMMARY OF RESULTS AND IMPLICATION FOR
CONTROL

The effects of pressure loading on the dynamics of shells
are well known. As in the case of curvature, pressure loading
increases the effective stiffness of the curved panel, resulting
in higher natural frequencies, thus affecting the bandwidth of
control systems used to reduce sound radiation. In the case of
a curved panel as a portion of an internally pressurized cy-
lindrical shell, the pressure load in the circumferential direc-
tion is 23 the load in the axial direction. Therefore, pressure
loading affects circumferentially oriented modes more sig-
nificantly than axially oriented modes, causing modal reor-
dering similar to that discussed in Ref. 1.

However, whereas curvature has a constant effect, pres-
sure loading dynamically changes during flight conditions.
As the pressure load varies, the modal order and bandwidth
change. The changes in the system dynamics make model-
based control difficult, since the control system must adapt to
changes in the model on which it is based. As a result, tech-
niques such as gain scheduling or adaptive control must be
considered.

In active structural acoustic control, the physical instal-
lation of piezoelectric actuators is also impacted by the pres-

sure loading. Since piezoelectric actuators have low tensile
strength, care must be taken to ensure that the actuators do
not encounter the tensile loads caused by pressurization. This
can be accomplished by either subjecting the panel to a ten-
sile force or compressing the actuator prior to actuator instal-
lation. As a result, the piezoelectric actuator will be under
compression when the structure is relaxed and catastrophic
failure of the actuator can be avoided.
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Comment on ‘‘Reducing seat dip attenuation’’ [J. Acoust. Soc.
Am. 108, 2211–2218 (2000)]

David Lloyd Klepper
P.O. Box 24379, Mt. Scopus, Jerusalem 91240, Israel

~Received 2 February 2001; revised 1 May 2001; accepted 12 June 2001!

A recent article has proposed a novel approach to reducing the ‘‘seat dip attenuation’’ commonly
observed in major auditoria. The proposed solution might have significant impact on other attributes
of auditorium acoustics. An approach to evaluate such effects is proposed. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1392381#

PACS numbers: 43.55.Br, 43.55.Ka@JDQ#

My congratulations to authors W. J. Davies and T. J. Cox
for their excellent research and their well-written paper. One
serious music acoustics problem now appears on its way to
solution due to their fine work.

Some questions remain unanswered:

~1! How are seat and audience absorption coefficients af-
fected by the well under the audience floor?

~2! In reverberation time calculations, should one include
the well volume in the hall volume? Does the answer to
this question depend on the frequency band of interest?

~3! Are there frequency bands where the seats and audience
should be treated as objects in the midst of a volume
rather than on a boundary surface?

An experiment is suggested to answer these questions: An
acoustics-architecture team responsible for designing a new
large worship space will optimize music acoustics by incor-
porating the well principle in the main-floor congregational

seating area. This should be a worship space where:~a! tra-
ditional music is important;~b! all finish surfaces are hard,
including seating; and~c! the volume is large enough to in-
sure a reverberation time in excess of 3 s when occupied,
rising to 4.5 s or more when empty, with an occupied bass
ratio of 1.4 or higher. Speech intelligibility would be handled
by state-of-the-art electronic reinforcement, as has already
been done in other similar situations. Then, various experi-
ments would be conducted with and without pew or seat
cushions added, and with and without heavy wood panels
over the floor grills to by-pass the effect of the wells, before
and after seats are installed. The data should provide the
answers to the above three questions important for concert
hall design. Tests with and without the heavy wood covers
could determine the effects on congregational singing. I hope
some reader will have the interest and support to perform
this experiment.
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Response to ‘‘Comment on ‘Reducing seat dip attenuation’’’
[J. Acoust. Soc. Am. 110, 1260 (2001)]

W. J. Davies and T. J. Cox
School of Acoustics and Electronic Engineering, Salford University, Salford M5 4WT, United Kingdom

~Received 1 May 2001; revised 9 May 2001; accepted 12 June 2001!

This letter responds to Klepper’s comments@J. Acoust. Soc. Am.110, 1260~2001!# on the subject
paper, which is concerned with ameliorating seat dip attenuation in auditoria by introducing a pit
under the seats. Klepper asks what the effect of the pit will be on seat absorption and reverberation
times. A little evidence is presented to support the idea that low-frequency absorption in an
auditorium will increase with a pit. It is further speculated that reverberation times could be
predicted by using a coupled space model. Klepper’s suggestion of an experiment to answer his
questions is supported. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1392382#

PACS numbers: 43.55.Br, 43.55.Fw, 43.55.Ka, 43.20.Fn@JDQ#

I. INTRODUCTION

In the subject paper1 Davies and Cox investigated early
scattered sound from seats as a cause of seat dip attenuation
in auditoria. To reduce the attenuation they propose a scheme
for modifying the scattered sound by introducing a pit or
well under the seats. In his comments on this paper, Klepper
asks three interesting questions about the practical effects of
such a pit. The three questions are concerned with the effect
that the pit might have on audience absorption and the pre-
diction of reverberation time. One of us has some experience
in measuring seating absorption,2 and we offer some tenta-
tive responses to Klepper’s questions in what follows.

II. EFFECT OF THE PIT ON SEATING ABSORPTION

The pit works by altering the phase of some of the scat-
tered sound from the seats and floor, so that destructive in-
terference is reduced at the listener’s head. It is not intended
to act as a low-frequency absorber. It seems quite possible,
however, that the low-frequency absorption in the auditorium
will be increased. If there is a grill over the pit~to support the
seats! then the assembly may act as a Helmholtz resonator
and this is likely to increase the random incidence absorption
at low frequencies. In another scheme for reducing seat dip
attenuation, due to Andoet al.,3 devices are introduced into
the floor which are specifically intended to be Helmholtz
absorbers. One way of achieving this would be to use a ven-
tilation system with small outlet boxes set into the floor be-
tween the seats. This has been tried in the laboratory and it
was found4 that the outlet boxes did increase the random-
incidence absorption of unoccupied padded seating, as Fig. 1
shows. The resonant frequency of each box was calculated to
be 249 Hz.~This measurement was performed in a chamber
which was not very diffuse, so the data should be regarded as
approximate, especially at low frequencies.!

III. EFFECT OF THE PIT ON RT PREDICTION

Klepper’s other two questions relate to reverberation
time ~RT! prediction. We have no experimental evidence to
cite for these, but it does seem likely that the pit is going to
play a part in the reverberant sound field, at least at low
frequencies. This might be modeled simply by treating the

pit and the auditorium as coupled spaces, though the cou-
pling coefficient will probably depend on frequency. In this
model, the seats would not be treated as objects in the midst
of a volume. Instead, they would lie on the boundary of each
space and we would need absorption coefficients for sound
incident on the underside of the seats to calculate the rever-
berant field in the pit.~One possible drawback here is that
this concept would seem to further complicate the current
debate on auditory spaciousness in auditoria—the listener is
now surrounded by sound from below as well!! In any case,it
would seem sensible to measure the absorption of some seats
with a pit in a reverberation chamber before the hall design is
finalized.

IV. CONCLUSION

None of the preceding speculation really provides an
adequate answer to Klepper’s questions, and we would be
very pleased if an experiment were conducted~either at full

FIG. 1. Absorption coefficient of unoccupied well-upholstered seats on
wooden floor. Three rows of six seats were placed in the corner of the
chamber with 1-m row spacing and the front and side of the array left
exposed. --- Floor ducts exposed; ——— floor ducts covered.
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scale or in a scale model! to investigate further. We would
welcome any opportunity to be involved with such an experi-
ment.
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Improving object classification with biomimetic sonar
Roman Kuc
Department of Electrical Engineering, Yale University, New Haven, Connecticut 06520-8284

~Received 25 October 1999; revised 18 February 2001; accepted 22 June 2001!

This paper presents improvements to a previously described biomimetic system to make it more
robust in terms of localizing objects and increasing the types of objects that can be classified.
Time-of-flight determination employs a large threshold and searches the echo envelope backward in
time to find a smaller threshold crossing point, rather than using a single small threshold. This
change eliminates small nuisance echoes, which can cause instabilities in object positioning.
Second, the echo envelope is also searched forward in time to find the threshold crossing point, thus
defining a window containing significant echo data. This changes the analysis from a fixed-duration
data window to one that is variable and allows echo duration to be an object feature. Third, separate
feature vectors were extracted from right and left receivers rather than employing a concatenated
feature vector. The new system can then classify objects that are not isolated. The major significance
of these changes is that it allows a greater variety of objects to be classified without degrading the
performance of the original system. Experimental results compare original and new methods. Since
biological sonars encounter similar problems, it is possible that they exploit principles similar to
those described in this paper. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1395595#

PACS numbers: 43.60.Lq, 43.80.Ev, 43.60.Qv@WA#

Our previously described system1 employs techniques
observed in biological sonars2,3 to classify objects from their
echo waveforms. The key feature is that the system is adap-
tive in that it changes its configuration and location using the
information in the detected echoes, allowing the object to be
observed at a repeatable and favorable location.

Our sonar consists of three electrostatic transducers that
can act as either transmitters or receivers.4 Each transducer
has a circular aperture with diametera53.75 cm and is reso-
nant at 60 kHz~l50.6 cm in air!, thus producing a 10° beam
~full width at half-maximum amplitude levels!. The center
transmitter is flanked by two receivers separated byD
54.5 cm, which rotate to focus in on a object. The sonar
mounts on a small robot arm to allow three translational and
two rotational degrees of freedom. The sonar moves in a
horizontal plane 11 cm above a smooth working surface and
looks downward at a 45° angle. The system scans the envi-
ronment by transmitting interrogation pulses every 50 ms
and processing the echoes while performing a sector scan.
Each receiver connects to a channel of an analog-to-digital
converter~Gage CS1012! sampling at 2 MHz with 12-bit
resolution. Utilizing echo information, the sonar moves to
position an object along its axis at 15-cm range. This range is
in the far field of each transducer (r .a2/l), thus causing
the transmitter to insonify the object with plane waves and
the receivers to detect plane waves. Locating the object in
the sonar system near field (r ,D2/l) provides a focusing
capability and allows each receiver to obtain a different view
of the object.

This paper describes three changes made to the original
system, which affect time-of-flight~TOF! determination,
echo analysis interval, and database structure. These changes
increase the variety of objects that can be classified, specifi-
cally, those larger than the beamwidth and those that are not
isolated. The original system had difficulties classifying

these object types. Echoes from large extended objects did
not allow stable placement and focus because small echoes
from structures at the beam edges led to unstable positioning.
When other objects are present in the beam, the resulting
echoes produce feature vectors not represented in the data-
base.

Original and new TOF methods are compared in Fig. 1.
Originally, TOFT1 was a three-step process operating on the
echo waveform:Ta is the time the echo waveform first ex-
ceeds thresholdta , set equal to five times the standard de-
viation ~s.d.! of the ambient zero-mean noise level. The time
the waveform next crosses zero definesTx . T1 then equals
Tx minus one period~17 ms or 34 samples!. The main ad-
vantage of this method is its independence of the waveform
amplitude, so long as the first peak exceeds the threshold.
With this in mind, the emitter is driven so that the echo
waveform from a small sphere near the focal region, where
accurate positioning is important, exhibits its maximum
value at the first positive peak. Hence, objects producing a
strong initial echo were accurately and repeatably positioned.
However, the original method exhibited two problems. First,
small initial echoes, such as from a small cube that initially
scatters from an edge, often exhibit maximum amplitudes
aroundta during the positioning process. When small echoes
form the beginning of a composite echo, random TOF jumps
on the order of the period can occur as the threshold was
exceeded by adjacent peaks. Second, strong reflectors lying
on the beam edge produce small echoes, which can affect
system movement if they exceedta . When these small ech-
oes fall belowta after the movement, other echoes redirect
the sonar back to the previous position, resulting in a limit
cycle that fails to yield a stable object position.5

The new TOF method solves both problems. It is moti-
vated by the appealing idea that the TOF should be based on
strong rather than weak echoes, when strong echoes are
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present. The echo waveform is full-wave rectified and low-
pass filtered to approximate its envelope. The envelope ex-
ceeds a large thresholdtb , with tb.ta , at time Tb . The
envelope is then searched backwards in time to find when it
first falls belowta , this time then defining TOFT2 . In this
case,ta equals the mean plus 5 times the s.d. of the ambient
noise level in the envelope processor output. The envelope
was normalized to have the same value ofta for both sys-
tems. Envelope smoothness, governed by the low-pass filter
bandwidth, eliminates period-sized TOF jumps. Our low-
pass filter was a second-order autoregressive filter with both
poles located atr 50.94.6 While T2 is slightly different than
T1 , resulting in a slightly different object placement, both
methods produce the desired stable and repeatable object
placement. However,T2 accomplishes this over a greater
variety of objects because it ignores initial small-amplitude
echoes.T2 has an echo-amplitude dependent bias because it
occurs after the true TOF. We can reduce this bias by fitting
a parabola to the envelope aroundT2 and using the parabo-
la’s minimum location as the TOF value.7 We did not include
this additional processing in our system becauseT2 provided
sufficient object positioning repeatability.

Object identity information is contained in a feature vec-
tor extracted from the echo envelope observed at each re-
ceiver. Originally, the processed echo waveform contained a
fixed 512 samples. This data window size was sufficient to
include all the echo components produced by the largest ob-
ject in our original object set, a 2.54-cm-diameter O-ring. To
increase the variety of objects our new system could exam-
ine, a variable data window replaced the fixed data window.
The variable data window starts one period prior toT2 , to
include low-level signals at the start of the echo, and ends
when the echo envelope falls into the noise. AfterT2 deter-

mination, the envelope is searched forward in time starting at
time Tb to determine when it falls belowta , denotedTend in
Fig. 1. The analysis window ends afterTend at a point that
makes the total window duration a multiple of 16, for feature
extraction described below.

Originally, the feature vector was composed of elements
equal to the average envelope energies in a set of contiguous
segments, each containing 32 echo waveform samples. This
resulted in 16 elements from each receiver, which were con-
catenated to form a 32-element feature vector. In the new
approach, the segment was reduced to 16 samples~hence, the
multiple of 16 in the data window!. This smaller segment
forms a better representation of the envelope, but yields
larger 64-element feature vectors for the 512-point analysis
window. The variable data window limits database growth,
since the smallest objects in our set exhibit windows contain-
ing approximately 192 samples. The new method can also
classify larger objects, or those producing more than 512
samples. This extended our experimental capabilities from
washers and coins to plastic models of frogs and lizards. The
single 32-element vector in the database was also replaced
by separate vectors from the left and right receiver.

Figure 2 compares the new and old systems examining a
single #8 machine washer. The same data durations~512
samples! are compared, with zeros padded to the new system
data. The feature vectors are displayed as bar graphs above
their respective waveforms. The feature vector in the new
system is a better representation of the envelope and exhibits
two clear peaks. Applying threshold detection in both back-
ward and forward directions extracts 240 samples from the
left receiver, forming a 15-element left feature vector, and
208 from the right receiver, forming a 13-element right fea-
ture vector. Waveform samples that are essentially noise are

FIG. 1. Determining time of flight from the echo wave-
form and envelope.
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eliminated. The original system employed a constant 512-
point data window with larger segments that smooth out en-
velope features and included data containing mostly noise.

Figure 3 shows the case when two washers are encoun-
tered. Our system was trained using only single washers and
only corresponding feature vectors are represented in the da-
tabase. An observed feature vector is matched to a database
entry by computing the sum of the squared differences be-
tween the observed vector and each database entry and tak-

ing the entry producing the minimum value. Our original
system would not have classified this case because the ob-
served 32-element feature vector is significantly different
from any database entry. The sum of squares exceeding a
large classification threshold prevents the closest match in
the database from being chosen as the identity. In this case,
rather than a guess, the system response isI don’t recognize
the object. The new system compares the observed vectors
with only the number of elements in the database entry. In

FIG. 2. Echoes from #8 machine washer.~a! New
method.~b! Original method. Arrow shows top view of
propagation direction of incident pulse.
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this case, the new system recognizes the closer washer be-
cause the leading section of the observed vector forms a
close match to the washer entry, shown in Fig. 2~a!. The
additional components in the observed feature vector indi-
cate that there are additional objects to the washer. This in-
formation may direct the sonar to view the objects from an-
other aspect angle.

Other experiments located the farther washer off to one
side of the closer washer. The echoes from the farther washer
then tended to be stronger at the ipsilateral receiver than at
the other. As long as one receiver formed a feature vector
that was sufficiently close to a washer database entry the
washer was classified correctly. Classification failed when
the other washer produced echoes that influenced the TOF
values, which affect the positioning of the object with respect
to the sonar. Since the echo waveform is strongly dependent
on object location, it is not unexpected that correct classifi-
cation failed. For the same reason, objects lying closer than
the washer caused classification failure because their echoes
determined the sonar location. For correct classification in
the presence of multiple objects, the object represented in the
database must determine the TOFs. Otherwise, the object
location in the sonar beam will be different than that used in
generating the database and the observed vectors will not
find matches.

This paper described improvements and limitations to an
adaptive sonar system mounted on a robot arm that classifies
objects from echo waveforms. The time of flight is deter-
mined in a more robust manner by detecting a large echo and

searching backward in time to find the threshold crossing
point. The data window size is made variable so that only
significant echo waveform data are processed. Separate fea-
ture vectors extracted from the echoes detected at the right
and left receivers allow more robust object classification
when only partial views are available.
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Masked threshold difference due to masker harmonicity:
Uniform modulation rates of auditory filter outputs versus
periodicity in waveform fine structure
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In a previous paper@Treurniet and Boucher, J. Acoust. Soc. Am.109, 306–320~2001!#, a model was
presented which successfully accounted for the lower threshold obtained using a harmonic masker
instead of a similar inharmonic masker. For the harmonic masker, the frequencies of partials were
equally spaced, so the envelope modulation rates of auditory filter outputs were invariant across
filters. However, for the inharmonic masker, the intervals between adjacent partials were not equal
and this resulted in a decreased uniformity of modulation rates across filters. The model proposed
that the lower uniformity interferes with detection of a probe-induced change in the modulation
rates, thus accounting for the masked threshold difference. This paper shows that an inharmonic
masker yields thresholds similar to a harmonic masker provided that the modulation rates are
uniform across the auditory filters involved in processing the masker and probe. Thus, the lowered
threshold associated with a harmonic masker appears to arise from uniform modulation rates across
auditory filters, and does not require periodicity in the fine structure of the waveform produced by
partial frequencies that are integer multiples of a fundamental. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1391245#

PACS numbers: 43.66.Dc, 43.66.Ba@SPB#

I. INTRODUCTION

Treurniet and Boucher~2001! recently demonstrated that
a noise probe signal was less effectively masked by a har-
monic sound than by a similar inharmonic sound. This ob-
servation occurred only when auditory filters could not re-
solve the partials. The threshold difference increased
monotonically with the inharmonicity of the masker, but did
not depend on the level of the masker. Further, an across-
channel mechanism was implicated when a harmonic masker
flanked by harmonic bands yielded a lower threshold than a
harmonic masker flanked by inharmonic bands. The effect
did not occur in a forward-masking experiment where the
signal immediately followed the masker.

A model developed to explain the observed differences
recognizes that the envelope of the output of an auditory
filter is modulated when the filter passes two or more sinu-
soids, and that the modulation spectrum is determined by the
differences among filter-input frequencies. For a harmonic
masker, the frequency differences between adjacent partials
are identical, and all auditory filters have the same dominant
modulation rate. For an inharmonic masker, however, the
frequency differences are not the same and the envelope
modulation rate is less uniform across filters. The model pro-
poses that a lower uniformity interferes with detection of a
probe-induced change in the modulation rates, thus account-
ing for the masked threshold difference. When the model
treated variable filter modulation rates as ‘‘noise’’ in addition
to the energy ratio of the probe and masker, it more accu-
rately predicted observed thresholds.

In the experiments described by Treurniet and Boucher

~2001!, harmonic maskers were created by selecting sets of
partials from a harmonic series with an 88-Hz fundamental
and 45 consecutive partials. Inharmonic maskers differed in
that the partial frequencies were perturbed to nearby values
that were not integer multiples of the fundamental frequency.
For these maskers, therefore, the degree of uniformity of the
filter-output modulation rates was confounded with whether
or not all partials were integer multiples of a fundamental.
That is, for the harmonic masker, the modulations were
highly uniform and all partials were also integer multiples of
a fundamental; for the inharmonic masker, the modulations
were not uniform and all partials were also not integer mul-
tiples of a fundamental. The lower masked threshold with
uniform spacing of the partials might have resulted from the
uniform modulation rates as proposed in the model, or from
a probe-induced change in the sound arising from periodicity
in the waveform’s fine structure. The present experiment was
designed to distinguish between these two factors~modula-
tion uniformity versus partial interval uniformity! as predic-
tors of the masked threshold difference.

In the model proposed by Treurniet and Boucher~2001!,
the threshold is affected by modulation ratevariability.
Modulation in the experiments occurred since all intervals
between adjacent partials were smaller than the bandwidths
of the auditory filters. Such modulation would disappear if
the distance between adjacent partial frequencies were in-
creased to exceed the filter bandwidths. However, it would
be reintroduced in some auditory filters by the addition of
new partials at nearby frequencies. That is, when the center
frequencies of any two auditory filters are sufficiently far
apart, the modulation rate of each filter output is influenced
only by partials situated within the bandwidth of the filter.
Therefore, modulation rates across filters may be made uni-a!Now at VoiceIQ, 175 Columbia St., Waterloo, ON N2L 5Z5, Canada.

1267J. Acoust. Soc. Am. 110 (3), Pt. 1, Sep. 2001 0001-4966/2001/110(3)/1267/4/$18.00 © 2001 Acoustical Society of America



form by stimulating each filter with a pair of partials, where
the frequency difference between the two partials of each
pair is the same. The separations between adjacent pairs need
not be integer multiples of a fundamental frequency. A com-
plex masker may be constructed by summing the partials at
all filter positions. Since the uniform modulation of the filters
is a property of harmonic maskers, and the nonuniform spac-
ing of the partials is a property of inharmonic maskers, such
a complex is calleda hybrid masker in this paper.

In the following experiment, listeners were presented
with harmonic, inharmonic, and hybrid maskers. The model
proposed by Treurniet and Boucher~2001! predicts that the
inharmonic masker will yield a significantly higher threshold
than the harmonic masker. Further, since the hybrid masker
gives rise to uniform filter-output modulations, it should
yield the same threshold as the harmonic masker. Such re-
sults would argue against the contribution of other effects
arising from the uniform spacing of partials in the harmonic
masker.

II. METHOD

The properties of a harmonic and an inharmonic masker,
as well as two hybrid maskers, are presented in Table I. Each
masker consisted of five pairs of equal-amplitude partials,
each partial having a random starting phase, thus ensuring
that modulations were not coherent across auditory channels.
The lack of coherence means that any effect of the harmonic
masker on masked threshold cannot be due to comodulation
masking release~Hall, 1987!. For the harmonic masker, the
members of each pair were separated by 88 Hz, while each
pair was separated from the adjacent pair by 352 Hz~i.e.,
4388 Hz!. Since the latter exceeds the equivalent rectangu-
lar bandwidth~ERB! of about 320 Hz for the highest masker
frequencies in Table I~e.g., Moore, 1997!, each affected fil-
ter should process primarily a single pair of partials. The
partials of the inharmonic masker were similar, but the fre-
quencies were perturbed to nearby prime numbers. This en-
sured that the interval between members of successive pairs
was never the same. In this masker, each pair was separated
from the adjacent pair by an average of 370 Hz.

Two hybrid maskers were constructed based on the par-
tial frequencies of the inharmonic masker. In the first case,
the frequency of the lower partial of each pair was given the

same value as the corresponding partial in the inharmonic
masker. The upper partial was then assigned a frequency that
was 88 Hz higher than that of the lower partial. In the second
case, the upper partial of the pair was assigned the same
frequency as the corresponding partial in the inharmonic
masker, and the lower partial was given a frequency that was
88 Hz lower than that of the upper partial. For the two hybrid
maskers, each pair of partials was separated from the adja-
cent pair by an average of 344 and 360 Hz, respectively.

A noise probe consisting of a single band extending over
the frequency range of the ten masker partials would be too
easily detected in the filters not receiving any masker energy.
To prevent this, a probe was constructed by filtering wide-
band Gaussian noise to yield five 40-Hz passbands located in
the regions of the partial pairs in the maskers. Each passband
fell inside the corresponding partial-pair frequency range
common to all four maskers. The five bands are also listed in
Table I. A 2-s interval of noise was generated, and the probe
was extracted from this longer interval after selection of a
random starting point in the sequence.

A. Apparatus

Audio was generated with 16-bit linear resolution at a
sampling rate of 44.1 kHz, and was presented via a Digital
Audio Labs CardD digital sound card and an external Spec-
tral Synthesis model 2218 D/A converter. The signal from
the D/A converter was fed to Stax SRM-1 headphones lo-
cated in an audiometric chamber. All sounds were presented
diotically. A listener interacted with a computer screen
through a window in the chamber using a mouse control.
Software to control the experiment was developed in-house.

B. Experimental procedure

An adaptive three-alternative forced-choice psycho-
physical procedure was used to measure the masked thresh-
olds. On a given trial, the masker was presented three times.
One of the presentations was chosen randomly as a target
interval, and the probe was added to the masker during this
interval. The three audio intervals were presented sequen-
tially in synchrony with a visual cue on the computer screen.
The listener’s task was to indicate which was the target in-
terval by selecting a corresponding button on the screen with
the mouse. The level of the probe was raised by a fixed

TABLE I. Definitions of maskers and probe.

Masker partial frequencies~Hz!

Partial Phase Probe Fc
no. ~deg! Harmonic Hybrid 1 Hybrid 2 Inharmonic ~40-Hz BW!

1 286 880 889 863 863 920
2 87 968 977 951 977
3 164 1320 1311 1327 1327 1363
4 155 1408 1399 1415 1399
5 110 1760 1743 1777 1777 1804
6 351 1848 1831 1865 1831
7 143 2200 2209 2221 2221 2255
8 277 2288 2297 2309 2297
9 37 2640 2619 2657 2657 2682

10 213 2728 2707 2745 2707

1268 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 W. C. Treurniet and D. R. Boucher: Letters to the Editor



amount if the response was incorrect, and it was lowered by
the same amount if the response was correct on the current
trial as well as on the two preceding trials. Each session
consisted of a total of 12 reversals in direction. The change
in signal level was 4 dB before the first two reversals and 1
dB subsequently. The measured threshold level was the mean
of the levels at each of the last ten reversals. In theory, this
procedure converges to the signal level on the psychometric
function where 79.4 percent of signals are detected~Levitt,
1971!.

The masker and probe signals were each 400 ms in du-
ration, including 50-ms raised-cosine onset and offset ramps,
and were presented simultaneously. The interpresentation in-
terval within the set of three presentations was 300 ms, and
the time between successive sets was 1200 ms unless the
listener failed to respond within that time. When the response
was delayed, the next iteration began immediately after the
response was given. The overall level of the masker was 55
dB SPL, and the initial level of the probe was 5 dB higher.

Of the six listeners who participated in the experiment,
three had taken part in similar experiments. All listeners
were males between the ages of 20 and 55 with no history of
hearing disorders. Conditions were presented in consecutive
blocks of trials in order to minimize the effect of stimulus
uncertainty, and the order of conditions was randomized for
each listener. Each listener’s final threshold was the average
of three threshold determinations for each condition.

III. RESULTS

The trends in the data were consistent across listeners,
so only average masked threshold are presented. Figure 1
shows the average thresholds for the harmonic, hybrid, and
inharmonic maskers. An analysis of variance showed that the
within-subject factor of masker type was significant
@F(3,15)592.913, p,0.0001#. Multiple comparisons of
means with the Scheffe´ test ~e.g., Hays, 1963! showed that
all of the differences between means were significant (p
,0.01) with the exception of the difference between the two

hybrid maskers. The latter difference of 0.5 dB was not sig-
nificant even at the reduced level ofp,0.05. The differences
between the harmonic masker and the hybrid maskers were
1.5 and 2.0 dB, while the inharmonic masker differed from
the hybrid maskers by 3.7 and 4.2 dB.

IV. DISCUSSION

As predicted by the model~Treurniet and Boucher,
2001!, a significant difference was found between the inhar-
monic and the hybrid maskers. However, the prediction of no
difference between the harmonic and the hybrid maskers was
not confirmed. The latter difference, although small, was sig-
nificant and requires an explanation.

The significant difference between the inharmonic and
hybrid maskers is consistent with themodulation uniformity
hypothesis described by the model. That is, only the hybrid
masker had uniform filter-output modulations, while both
masker types shared the lack of uniformity in the spacing of
the partials. Therefore, the difference in uniformity of filter-
output modulations can explain the result.

The difference between the harmonic masker and the
hybrid maskers was not predicted and appears, at first glance,
to support the alternativepartial interval uniformityhypoth-
esis. The maskers shared the characteristic of uniform filter-
output modulations and differed in the regularity of the spac-
ing between adjacent partials. However, the uniformity of
filter-output modulations for the hybrid maskers depends on
the assumption that the bandwidth of an auditory filter is
restricted to the region specified by the ERB calculation. A
relatively small but consistent difference could be taken as
evidence of energy leakage between filters, a possibility sug-
gested by one form of the filter model initially proposed by
Pattersonet al. ~1982!. Such leakage could make the filter-
output modulations from the hybrid maskers less uniform
than those from the harmonic masker, resulting in the
slightly elevated masked threshold observed in the data. Ac-
cording to this interpretation, the difference between the har-
monic and hybrid maskers is also consistent with themodu-
lation uniformityhypothesis.

V. CONCLUSION

The results showed that the average hybrid masker
threshold was about 4 dB lower than the inharmonic masker
threshold. Since both maskers shared the nonuniform spac-
ing between masker partials but differed in the uniformity of
auditory filter-output modulations, the latter is a more likely
basis for explaining this difference. The results also showed
that the average hybrid masker threshold was about 1.75 dB
higher than the harmonic masker threshold. This may be evi-
dence that leakage occurs between filters with center fre-
quencies separated by more than 1 ERB. Such leakage could
slightly decrease the uniformity of auditory filter-output
modulations for the hybrid maskers, and thus explain the
observed small increment in threshold.

In general, the filter envelope-modulation-rate variabil-
ity hypothesis proposed by Treurniet and Boucher~2001! is
able to explain all the masked threshold differences observed

FIG. 1. Average masked thresholds for the harmonic, inharmonic, and hy-
brid maskers. Maskers were presented at an overall level of 55 dB SPL. The
vertical bars indicate 1 standard deviation of the threshold estimates across
listeners.
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in the experiment, while other interpretations based on peri-
odicity of waveform fine structure arising from uniform
spacing of masker partials received less support.
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On scattering from a bubble located near a flat air–water
interface: Laboratory measurements and modeling
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Scattering by a single bubble near a flat air–water interface is investigated theoretically and
experimentally. A ray-acoustic interpretation is used to describe the four scattering paths, from
source to bubble to receiver, that determine the response of the bubble. Multiple scattering effects
are accounted for using a closed-form solution derived from the multiple scattering series.
Experiments are performed by placing a bubble with radiusa'425mm on a fine nylon thread,
which is approximately 100mm in diameter and practically transparent to sound, at a distanced
from the interface. The primary variable isd and it ranges from 1a to 100a. The bubble is excited
by tone bursts with a center frequency of 120 kHz, with the transducers arranged in both bistatic and
monostatic configurations. Theory and experiment are in good agreement, verifying the dominant
effect of the four paths in the response of the bubble, with multiple scattering playing a role for
kd,1, wherek is the wave number of the medium. In the long-range limit our simulations agree
with those of Ye and Feuillade@J. Acoust. Soc. Am.102, 798–805~1997!# including the shifting of
the bubble’s resonant frequency. The dependence of scattering on transducer arrangement, range to
bubble, grazing angle, and phase relation among the four paths,vis-à-vis monostatic and bistatic
scattering, is discussed. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1390335#

PACS numbers: 43.20.Fn, 43.30.Cq, 43.30.Gv, 43.30.Zk@DLB#

I. INTRODUCTION

Bubbles in the vicinity of the air–sea interface can eas-
ily dominate the return scatter of sound from the sea
surface,1 owing to their scattering efficiency compared to
Bragg scattering. One reason is resonance scattering by indi-
vidual bubbles, which predominates in the 10–100 kHz fre-
quency range. Another reason, which is the primary subject
of this work, is that a near-surface bubble can scatter sound
via four distinct paths: the direct one, plus three paths created
by the interaction with the interface~see Fig. 1!.

The basic concept of scattering via these four paths was
put forth by Crowther,2 who incorporated them into a model
for backscattering from a subsurface bubble layer. Sarkar and
Prosperetti3 showed that Foldy’s effective medium theory,4 a
theory that incorporates multiple scattering effects, can be
reconciled with Crowther’s approach by applying the WKB
approximation to Foldy’s theory. Sarkar and Prosperetti dem-
onstrated clearly how the four paths emerge as a useful
model for describing the process associated with backscatter-
ing from subsurface bubbles. More important, they recog-
nized that for a rough surface and a monostatic configuration
~i.e., a source and receiver that are co-located! two of the
four paths add in phase, since these two paths are exactly the
same and thus are affected in the exact same way by the
interaction with the surface. McDaniel5 also discusses the
four-path formalism in the context of backscattering from

near-surface bubble layers that are thick compared to the
acoustic wavelength. Dahlet al.1 implemented an expression
for backscattering via the four paths into a model that can be
used for inverting field measurements. Specifically, they es-
timated the depth-integrated extinction cross section per unit
volume, due to both backscattering and absorption by near-
surface bubbles, from measurements of backscattering from
the sea surface at variable wind speed. Their results were
consistent with estimations of near-surface bubble concentra-
tions derived using alternative methods.

The manner by which the four paths add up, with respect
to the distance,d, from the interface, results in an oscillatory
scattered pressure field, whose amplitude depends on the sur-
face reflection coefficient,R, which, in turn, depends on the
degree of surface roughnessvis-à-vis the acoustic wave-
length. ~We discuss the rough surface case, along with ex-
perimental data, in a follow-up paper.! For scattering from a
bubble beneath a perfectly flat, pressure release surface,R is
21, a value we use in our model. Later in this paper we shall
demonstrate that the apparent backscattering cross section of
a single bubble near such a surface can increase by a factor
of 16 ~i.e., a gain of 12 dB over the target strength of a single
bubble in the free field!. Furthermore, as the bubble gets
closer to the interface, effects due to multiple scattering be-
tween the bubble and the interface are induced.

Although the theory concerning scattering from bubbles
near the sea surface based on four paths is well established,
explicit experimental verification is lacking. In this paper, we
perform both a theoretical and an experimental study of scat-
tering from a single bubble close to a flat, pressure release
interface, addressing both monostatic and bistatic conditions.

a!Now at: ATL Ultrasound, Philips Medical Systems, 22100 Bothell Everett
Highway, Bothell, WA 98021; electronic mail:
george.kapodistrias@philips.com
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In Sec. II we develop our model used for comparison
with our laboratory measurements. The model is based on
ray synthesis of the aforementioned four paths, while higher-
order scattering terms, associated with multiple scattering
between the bubble and the surface, are accounted for using
a simplified expression derived from the multiple scattering
series. A number of numerical examples are given, and a
detailed discussion is presented to elucidate the effect of
multiple scattering as a function of frequency and depth of
the bubble. We also compare our model with an alternative
one developed by Ye and Feuillade.6

The experimental method is described in Sec. III, while
theoretical and experimental results are compared and inter-
preted in Sec. IV. Here, our model is compared with mono-
static and bistatic scattering measurements from a bubble of
radiusa'425mm, located at a variable distanced from the
interface. A summary of the work is given in Sec. V.

II. THE RESPONSE OF A SINGLE BUBBLE CLOSE TO
A FLAT AIR–WATER INTERFACE

For monostatic sound scattered by a single air bubble
close to a flat air–water interface, we are aware of a solution
by Ye and Feuillade6 that is valid for the lowka range and
for a source/receiver located at a distance,r, from the bubble
that is large compared to the distance,d, of the bubble from
the interface~that is, whend/r !1!. Therefore the paths be-
tween the bubble and source/receiver shown in Fig. 1 can be
approximated as parallel; henceforth we refer to this condi-
tion as the ‘‘long-range limit.’’ In their model, the incident
field was described in terms of a direct wave from the source,
its reflection from the surface, plus waves that underwent
multiple scattering between the bubble and the interface,
while the scattered field included contributions from the
bubble and its image. Ye and Feuillade also derived equa-
tions for the change of the damping and the resonance fre-
quency of the bubble. Their calculations showing an increase
in the resonance frequency of the bubble, due to its proxim-
ity to a free surface, are in excellent agreement with theoret-
ical results published by Strasberg7 and with measurements
performed by Lauer~see pp. 117–122 in Ref. 8!.

Another approach to this same problem is that by Gaun-
aurd and Huang,9 who use spherical harmonics in their
model. However, their use of a real valued wave number for
the gas of the bubble accounted only for radiation damping,
in which case the resonance peak of the bubble becomes
exceedingly high. This feature carried over in their calcula-
tion of the frequency response curves, as commented on by
Strasberg.10 In addition, their calculations for the frequency

response of an 100mm bubble at a distanced55 cm from
the surface are at variance with the calculations published for
the same case by Ye and Feuillade.

In this paper the theoretical analysis is performed for an
arbitrary geometry@shown in Fig. 2~I!#. The positions of the
source and the receiver are defined by the Cartesian coordi-
nates@XS ,ZS# and @XR ,ZR#, respectively, while the bubble
is located at@XB ,ZB# ~note thatuZBu5d!. In addition, the
bubble is assumed to be in the far field and on the axis of the
combined beam of the source/receiver system. The speed of
sound in the water is constant (c51490 m/s), and the losses
due to attenuation are negligible.

Using the notation of Fig. 2, the pressure at the receiver
due to path~I! becomes~dropping the time dependence
e2 ivt!

pI5
eikr SB

r SB
f B

eikr BR

r BR
, ~1!

where the rangesr SB andr BR are identified in Fig. 2~I!, k is
the acoustic wave number for the water medium, andf B is
the complex scattering function of the bubble. Here, and
similarly with paths~II !–~IV !, we take the incident pressure
to be of unit amplitude, i.e., equal toeikr SB/r SB for path ~I!.

For this work we shall use anf B valid for ka!1, which
~consistent with thee2 ivt dependence! equals

f B5
a

~ f res/ f !2212 id
. ~2!

In Eq. ~2!, f is the frequency of the insonifying wave,f res is
the resonance frequency of the bubble, andd is the total
damping coefficient~see Ref. 11!, which is the sum of the
radiation,dka , thermal,d th , and viscous,dv , damping com-
ponents. For higher values ofka, an f B based on the general
solution, derived by Anderson,12 should be used. Comments
on the differences between the two scattering functions have
been provided by the authors in Sec. II of Ref. 13.

For the forward surface reflection@i.e., the incident wave
in path~II !#, we replace the source with its mirror image, as
shown in Fig. 2~II !, and takeR to be ideally21 to account
for the presence of the interface. Thus, the pressure at the
receiver due to path~II ! is

pII5R
eik~r SI1r IB!

r SI1r IB
f B

eikr BR

r BR
. ~3!

Following the same procedure, path~III ! @see Fig. 2~III !# is
written as

FIG. 1. The four paths that determine scattering from subsurface bubbles.
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pIII 5R
eikr SB

r SB
f B

eik~r BI1r IR!

r BI1r IR
, ~4!

while path~IV ! @see Fig. 2~IV !# becomes

pIV5R2
eik~r SI1r IB!

r SI1r IB
f B

eik~r BI1r IR!

r BI1r IR
. ~5!

The total scattered pressure at the receiver due to the afore-
mentioned four paths equals their coherent sum, which we
identify as

pT
05pI1pII1pIII 1pIV . ~6!

Later in this section we show that for many practical
applications the response of a single bubble close to a pres-
sure release interface is adequately described by the summa-
tion of the four paths only. However, this formulation does
not account for the multiple scattering effects caused by the
proximity of the bubble to the interface. To do so, we utilize
an image bubble and write the higher-order scattering terms
in a form derived from the multiple scattering series~MSS!.
In an earlier publication,13 we provide a detailed description
of the MSS ~see Sec. I of that reference! for a somewhat
similar problem involving multiple scattering effects, which
is valid for scattering from two arbitrary-sized bubbles with
scattering functions,f B , expressed in terms of spherical har-
monics@see Eq.~12! in Ref. 13#. For two bubbles with iden-
tical f B associated with monopole scattering such as given by
Eq. ~2!, that expression reduces to a much simpler one, first
obtained by Twersky.14 For the problem at hand, we adapt
Twersky’s expression to describe multiple scattering between
the bubble and its image, and define what we shall refer to as
the multiple scattering correction~MSC!, which is

MSC5
1

12R
eik2d

2d
f B

. ~7!

The product of Eqs.~6! and ~7! gives the total scattered
pressure at the receiver,pT ;

pT5
pT

0

12R
eik2d

2d
f B

. ~8!

Equation ~8! allows calculation of the scattering re-
sponse of a single bubble close to a pressure release inter-
face. With minor modification, it can be used with anf B

based on the exact solution developed by Anderson for scat-
tering by a single bubble in the free field. The ability to
incorporate the exact solution to the model becomes impor-
tant for problems involving bubbles with radii comparable to
the wavelength of the insonifying wave. Note that the same
equation can be used to calculate the scattering response of a
bubble close to a rigid smooth surface by settingR51.

In this paper, Eq.~8!, combined with Eq.~2!, will be
used to model the experiments, with numerical results re-
ported in terms of bistatic target strength (TSbi) for the bi-
static cases and monostatic target strength~TS! for the
monostatic cases, both with units of dBre 1 m2. The scat-
tered pressure is related to TSbi using

TSbi510 logS upTu2

upincu2 •r BR
2 D , ~9!

wherepinc5eikr SB/r SB and for the monostatic configuration
r SB5r BR . Equivalently, the TS of a single bubble in the free
field is given by

FIG. 2. Diagram showing the four
paths, ~I!–~IV !, between source,
bubble, and receiver used to describe
the problem.
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TSf f510 logS upIu2

upincu2
•r BR

2 D510 logu f Bu2. ~10!

For a monostatic configuration and the aforementioned
long-range limit, calculations performed using our Eq.~8!
are in agreement with numerical results calculated using Eq.
~26! from Ref. 6, including the increase of the resonance
frequency of the bubble as it gets close to the surface. This is
shown in Fig. 3, in which we plot the response of a single
bubble at two different depths for variable frequency. The
gray solid line is the frequency response~in terms of ka!
calculated using Eq.~8!, expressed in terms of TS using Eq.
~9!. The black dashed line~that completely overwrites the
gray line! is 20 times the logarithm of the magnitude of Eq.
~26! from Ref. 6. The calculations were performed for back-
scattering from a single bubble of radiusa5100mm located
at @XB ,ZB#5@100 m,2d m#. The source/receiver was lo-
cated at @XS ,ZS#5@XR ,ZR#5@0 m,2100 m#. The slant
range between the bubble and the source/receiver equals 141
m, while the grazing angle equals 45°.

Equation ~8! provides a convenient way to study the
effect of multiple scattering on the response of a bubble close
to a flat, air–water interface. It readily shows that scattering
is defined by the four paths and is affected by multiple scat-
tering only for an appropriate combination of insonifying
frequency and distance of the bubble from the interface. This
is shown in Figs. 4~a! and ~b!. In Fig. 4~a! we plot the the-
oretical target strength calculated using Eqs.~8! and ~9! for
variable frequency and fixed bubble size~expressed in terms
of ka on the y axis!, and variable bubble depthd at each
frequency@expressed in terms of log(kd) on thex axis#. In
Fig. 4~b! we plot the decibel equivalent of MSC~i.e.,
20 loguMSCu! for the same parameters as in Fig. 4~a!. The
numerical calculations were performed for backscattering
from a bubble of radiusa5425mm located at@XB ,ZB#

5@100 m,2d m#, with the source/receiver located at
@XS ,ZS#5@XR ,ZR#5@0 m,2100 m#.

In Fig. 4~a! an oscillation as a function of bothka and
kd space is identified. In Sec. IV we show that this oscilla-
tion is due to the coherent addition of the four paths. In the
same figure a multiple scattering effect is shown by the in-
crease in resonance frequency for decreasingd. At kd532
@or log(kd)51.5] the strongest scattering is atka'0.0136
~equivalent to the resonance frequency of a bubble in the free
field!, while for decreasingkd the strongest scattering curves
toward a higherka. The effect of multiple scattering in the
response of the bubble is more clearly demonstrated in Fig.

FIG. 3. Target strength for back-
scattering~i.e., monostatic configura-
tion! from a bubble of radius 100mm
located close to a pressure release in-
terface. Calculations performed using
our Eq. ~8! ~solid gray line! are com-
pared with those calculated using Eq.
~26! from Ref. 6 ~dashed black line!.
The slant range between the source/
receiver and the bubble is 141 m, and
the grazing angle is 45°.

FIG. 4. ~a! Target strength of a single bubble (a5425mm) close to a
pressure release interface for variable frequency (ka) and depth (kd),
whered is the depth below the air–water interface, andk is the acoustic
wave number of the water medium.~b! Contribution of multiple scattering,
calculated using the quantity 20 loguMSCu. Note the contribution is highest
near resonance (ka50.0136), and forkd,1.
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4~b!, which shows that the higher-order scattering terms play
a substantial role forkd,1 for most of the frequency range.
There are two exceptions to this:~1! well below the bubble’s
free-field resonance frequency (ka!0.0136), where mul-
tiple scattering has no effect, and~2! around the bubble’s
free-field resonance frequency, where multiple scattering af-
fects the response beyondkd53 @or log(kd)50.48#. Note
that for kd.3.5 @or log(kd).0.54# there is no significant
contribution from multiple scattering.

It is evident that as the bubble gets very close to the
surface, multiple scattering will play a role. Equation~8!
predicts an enhancement of scattering amplitude and a shift
of the resonance frequency@features that stand out in Figs.
4~a! and~b!#. To investigate this further, we define the quan-
tity f B

MS5 f B•MSC, which includes the influence of the mul-
tiple waves reflected from the air–water interface on the
scattering function of the bubble and can be expressed as

f B
MS5

a

S f res

f D 2

212 id2R
a

2d
eik2d

. ~11!

In Eq. ~11!, the real part of the termR(a/2d)eik2d is the
change in resonance frequency, while the imaginary part is
the change in the bubble’s damping. This was also recog-
nized by Ye and Feuillade@see Eqs.~26!–~29! in Ref. 6# and
is identical to the effect of multiple scattering from two
monopole bubbles oscillating out of phase.15 As an example,
the modified coefficient of total damping,dMS, equals

dMS5d1R
a

2d
sin~2kd!. ~12!

For R521, Eq. ~12! is identical to Eq.~29! from Ref. 6.
Therefore, the net effect of the multiple interactions of the
scattered waves with the free surface is the reduction of the
radiation damping,dka , which represents the dissipation of
energy by the oscillating bubble in the form of reradiated
spherical waves. An expansion~to third order! of the sine

term results in an approximate expression of the modified
radiation damping,dka

MS, as (2/3)(ka)(kd)2.
In Fig. 5~a! we plot 20 logufB

MSu ~in dB! for a 425mm
bubble and variable frequency, for four different bubble
depths~as noted on the graph!. For reference, the scattering
response of a 425mm bubble in the free field~i.e., 20 logufBu!
is also shown as a dashed line. In Fig. 5~b! we plot the three
damping components of a 425mm bubble in the free field
~identified asdka , d th , anddv!, and their sum,d, along with
dka

MS anddMS, which is equal to the sum ofdka
MS, d th , anddv .

For frequencies well below the resonance frequency,
scattering from the bubble is very weak, and thus, too, is
interaction with the surface. Very little energy is dissipated
through reradiation, andd th ~or for bubbles of radius less
than 10mm the combination ofd th and dv! dominates. For
example, for a 425mm bubble insonified by a 2790 Hz wave
~i.e., ka50.005!, the free-field target strength equals283.7
dB @see Fig. 5~a!#, andd th is two orders of magnitude larger
thandka anddv @see Fig. 5~b!#. In such a case, the reduction
of radiation damping has a negligible effect, and thus the
response of a bubble close to the air–water interface can be
modeled using the four paths only@i.e., thepT

0 given by Eq.
~6!# with little error. This is seen in Fig. 4~b! ~in what appears
as a uniformly colored strip equivalent to 20 loguMSCu'0 dB
for all kd and forka!0.0136! and in Fig. 6~a!, which shows
backscattering from a 425mm bubble calculated using Eq.
~6! ~gray solid line! and Eq.~8! ~black solid line! vs fre-
quency ford equal to 1a, 5a, 18a, and 100a. The response
of a single 425mm bubble at depthd5100a is also shown as
a dashed black line. The vertical thin dashed line marks the
resonance frequency,f res57663 Hz (ka50.0137), of a 425
mm bubble atd5100a. The vertical dashed–dotted line
marks the insonifying frequencyf 544 638 Hz (ka50.08).
The geometry used to perform the calculations is exactly the
same as that used to produce Fig. 4.

For a bubble of radius larger than 10mm in the free field
and excited in the vicinity of its resonance frequency, its
response is affected mostly byd th and dka . The effect of

FIG. 5. The effect of multiple scattering between a single 425mm bubble and a pressure release interface.~a! Plot of 20 logufB
MSu for variable frequency at four

different bubble depths. Note the change in the resonance frequency and scattering amplitude.~b! Plot of the damping coefficients of the bubble in free field
~dka , d th , anddv!, along with their sum~d! and the modified radiation and total damping coefficients~dka

MS anddMS, respectively! showing the contribution
of multiple scattering to the damping of the bubble.
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multiple scattering reducesdka to dka
MS, which allows thermal

damping to play an increased role around the resonance@see
Fig. 5~b!#. The decreased overall damping dissipates less en-
ergy, which manifests itself as an enhancement of the scat-
tering amplitude@as seen in Figs. 5~a! and 6~a!#. For a com-
prehensive discussion on the effect of multiple scattering on
the resonance frequency see Ref. 6.

Finally, for ka@0.0136 the radiation damping domi-
nates, and thus any change to it due to the effect of multiple
scattering will have a direct result in the scattering ampli-
tude. In Fig. 6~b! we plot 20 loguMSCu vs d ~expressed in
terms of kd! for an insonifying frequency of 44 638 Hz
(ka50.08). The values ford/a51 (kd50.22), d/a55
(kd50.4), d/a518 (kd51.44), andd/a5100 (kd58) are
shown as dots. These show the exact difference between the
response calculated using Eq.~8! and Eq.~6!, shown in Fig.
6~a!. The largest difference between the two solutions is at
d5a ~a gain of 6.2 dB!. This drops rapidly to a minimum~a
loss of 0.23 dB! at d518a; beyond this value the scattering
amplitude exhibits a diminishing, small amplitude oscilla-
tion, going asa sin(2kd)/(2d), about the coherent sum of the
four paths. Thus at this point, the four paths alone are suffi-
cient to describe scattering by a bubble close to a flat, pres-
sure release interface. Note that the change in resonance fre-
quency and amplitude due to multiple scattering will be
exactly the same for either a monostatic or a bistatic configu-
ration.

III. EXPERIMENT

The experimental apparatus and procedure were pre-
sented in detail in an earlier publication~see Ref. 13!; thus
we provide only a brief description in this paper. The experi-
ments were performed in a Plexiglas tank filled with fresh
water, utilizing either two immersion transducers symmetri-
cally arranged in bistatic configuration~shown in Fig. 7! or a
single transducer in a monostatic configuration@by employ-
ing a transmit/receive (T/R) switch#. In both cases the trans-

ducers were rotated by an angleu from the horizontal axis
~see Fig. 8!. The source was driven in pulse mode using a
five-cycle tone burst with a center frequency of 120 kHz.
The signal received was amplified~a gain of 40 dB!, band-
pass filtered~not shown in Fig. 8!, and digitized. For each
measurement 30 waveforms were averaged coherently, and
the root-mean-squared voltage of the bubble signal was mea-
sured and squared. A free-field calibration of the system was
performed using an 18.2 mm radius tungsten–carbide sphere
as a reference target.

Bubbles were created using a method similar to the one
described in Ref. 13, which produced bubbles of radius~425
640! mm. This is our best estimate for the size of the single
bubble measured with the calibrated acoustic system. The
equivalent mean of a population of single bubbles indepen-
dently measured using a microscope was 420mm, with a
standard deviation of 27mm. For our experiments using
single bubbles of radius 425mm insonified by 120 kHz
sound,ka equals 0.215, which exceeds the upper limit of the
ka range for which Eq.~2! is typically used.~The difference
between the TS calculated using the lowka approximation
@i.e., Eq.~2!# and the one calculated using Anderson’s gen-
eral solution is small, about'0.25 dB.! In this paper how-
ever, we are motivated to use Eq.~2! because the monopole
approximation allows for the derivation of very simple ex-
pressions~for both the monostatic and bistatic case! that em-
body all the physics of the problem of scattering from a
bubble close to an air–water interface, including multiple
scattering effects.

The bubbles were placed on a fine nylon thread that was
attached to a thin wire frame. The thread was approximately
100 mm in diameter. When in bistatic mode the noise floor
was equivalent to a scatterer with TS'284 dB, and the
thread alone did not return a signal above that. The frame
was fastened to a three-axis translation stage, allowing accu-
rate control of the vertical movement of the frame. The pri-
mary variable was the depth of the bubble,d, and data were
acquired ford51a to d5100a in 1 mm increments.

FIG. 6. Numerical results for backscattering from a 425mm bubble close to a flat, pressure release surface.~a! Calculations performed using Eq.~8! ~black
solid line! and Eq.~6! ~gray solid line! are plotted for four differentd/a ~as noted on the graph! and variable frequency.~b! The contribution of multiple
scattering for a fixed frequency~44 638 Hz, orka50.08! vs d. The slant range between the source/receiver and the bubble is 141 m, and the grazing angle
is 45°.
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For both transducer arrangements, the two-way directiv-
ity pattern was obtained from measurements of our standard
calibration sphere~away from the boundary! and fitting the
results to a Gaussian beam profile. The modeled beam was
used to correct the data that were off the axis of the beam.
~The two-way 23 dB beamwidth for an individual trans-
ducer was 9.9°.!

For each of the two transducer configurations~i.e., bi-
static and monostatic!, two angles were investigated experi-
mentally: u'18° and u'28°. Note that in the monostatic
cases the angleu becomes the grazing angle. Four experi-
ments were performed for each of the four combinations of
transducer configuration and angleu. The mean of these
measurements will be compared with the model results in the
next section. Each experiment lasted approximately 15 min-
utes, and we did not observe significant reduction of TS over
this period due to bubble dissolution.

IV. COMPARISON OF THE MODEL WITH THE DATA
AND DISCUSSION

Comparison of the model with the data~Fig. 9! verifies
the validity of the model. In Fig. 9 the theoretical curves

~solid lines! and experimental data~dots! are plotted for a
fixed frequency of 120 kHz and variabled ~recall that d
5uZBu!. The variabled is expressed in terms ofd/a, which
varies from 1 to 100, andkd, which varies from 0.22 to 21.5.
Modeling of the experiments was achieved using Eq.~8! to
calculate the total pressure at the receiver. Equation~9! was
then used to express the calculated pressure in terms of target
strength. The variables used to simulate each of the experi-
ments are shown in Table I. Figures 9~a! and ~c! compare
theory and data for the bistatic configuration, while Figs.
9~b! and ~d! compare theory and data for the monostatic
configuration. The black line represents the response of a
single bubble of radius 425mm insonified by continuous
waves~CW!. The gray line represents its response to a five-
cycle tone burst; this line also accounts for the noise floor,
since the best estimate of the background noise~shown as
the vertical dashed–dotted line! has been added to the re-
sponse of the bubble. For reference, the target strength of a
single 425mm bubble in the free field~vertical dotted line! is
also plotted on each of the four graphs. The dots are the
ensemble linear intensity average of the four experiments at

FIG. 7. Experimental apparatus used
for the bistatic configuration. For the
monostatic configuration one of the
two transducers was used in conjunc-
tion with aT/R switch. The drawing is
not to scale.

FIG. 8. Geometry describing the labo-
ratory experiment~not to scale!.
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eachd. The error bars shown on each graph are the uncer-
tainties in the measurements; the uncertainty ind, which was
estimated as 0.5 mm, is represented by the vertical error bars,
and the uncertainties in the acoustic measurements atd are
represented by the horizontal error bars. Depending on the
signal-to-noise ratio~SNR!, defined by the difference be-
tween the apparent bubble TS and the nominal background
TS, we establish two uncertainties for the acoustic measure-
ments; one for the high SNR, say at least 20 dB above the
noise floor, and one for the low SNR@as shown in Figs.
9~a!–~d!#. For a comprehensive error analysis see Appendix
D in Ref. 16. The experimental data are in good agreement
with the simulations. For the bistatic experiments~A! and
~C! data deviate from theory ford/a.80, due to a system-

atic error caused by the narrow two-way beam of the system,
while for the monostatic experiments~B! and~D! the agree-
ment between theory and data is good throughout thed/a
range.

For bistatic scattering, experiments~A! and ~C!, the
phase difference between the four paths depends on a com-
bination of grazing angle, transducer separation, range from
the bubble, and insonifying frequency, which result in the
patterns shown in Figs. 9~a! and~c!. A simpler expression for
the bistatic case can be obtained by writing Eq.~6! as

pT
05 f BÃincÃscat, ~13!

where

Ãinc5
eikr SB

r SB
2

eik~r SI1r IB!

r SI1r IB
~14!

and

Ãscat5
eikr BR

r BR
2

eik~r BI1r IR!

r BI1r IR
. ~15!

Equation ~14! combines the propagation terms of the two
waves that constitute the incident field, while Eq.~15! does

FIG. 9. Theoretical curves for scattering from a single bubble of radius 425mm close to a flat, pressure release interface at 120 kHz compared with
experimental data~dots!. The black solid line is the response of the bubble due to CW excitation, and the gray solid line represents its response to a five-cycle
tone burst. Note that the gray line also accounts for the presence of the noise floor~the best estimate of which is shown as the vertical dashed–dotted line!.
The configuration of the system for each of the experiments is detailed in Table I.

TABLE I. Pertinent variables used to simulate each of the four experiments.

Experiment a (mm) XS (m) ZS (m) XR (m) ZR (m) XB (m) 'u

~A! 425 20.016 20.149 10.016 20.251 0.61 18°
~B! 425 0.0 20.205 0.0 20.205 0.61 18°
~C! 425 20.035 20.246 10.035 20.374 0.64 28°
~D! 425 0.0 20.330 0.0 20.330 0.63 28°
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this for the scattered field. In the long-range limit, Eq.~13!
can be written as

pT
0ud/r i!1,d/r s!1' f BF S eikr i

r i
D S eikb i

11
b i

r i

2
eika i

11
a i

r i

D S eikr s

r s
D

3S eikbS

11
bs

r s

2
eikas

11
as

r s

D G , ~16!

wherer i5r SI andr s5r IR are shown in Fig. 2, and the vari-
ables a i , b i , as , and bs are shown in Fig. 10. An
asymptotic expansion~to first order ina i /r i , b i /r i , as /r s ,
andbs /r s! of Eq. ~16! gives

pT
0ud/r i!1,d/r s!1'4

eikr i

r i
f B

eikr s

r s
sinS kd

dsrc

r i
D sinS kd

drcv

r s
D ,

~17!

wheredsrc5uZSu and drcv5uZRu @see Fig. 2~I!#. Therefore,
the response of the bubble in the bistatic case is governed by
two sine functions with the same amplitude and a different
period. The superposition of the two sinusoids results in the
seemingly irregular pattern seen in Figs. 9~a! and ~c!.

If we furthermore assume thatr i'r s , and set them both
equal to their average@that is, definer 5(r i1r s)/2#, Eq. ~17!
reduces to

pT
0ud/r !1'2

eikr

r
f B

eikr

r

3FcosS kD
d

r
cosu D2cos~2kd sinu!G , ~18!

whereD52dxdcr andu is the angle of rotation of the trans-
ducers~see Fig. 8!. Note that Eq.~7! can be incorporated into
both Eqs.~17! and ~18! to account for the effects due to
multiple scattering between the bubble and the interface.
Written in terms of bistatic TS@via Eq.~9!#, for example, the
substitution of Eqs.~18! into Eq. ~8! yields

TSbiud/r !1'TSf f16120 logUcosS kD
d

r
cosu D

2cos~2kd sinu!U220 logU11
eik2d

2d
f BU,

~19!

where TSf f is given by Eq.~10!.
In Fig. 11 we show the scattering response of a 425mm

bubble at a distanced from a smooth air–water interface
using Eq.~6! ~solid dark-gray line!, Eq. ~17! ~solid light-gray
line!, and Eq.~18! ~black dashed line!. All three equations
were expressed in terms of bistatic TS using Eq.~9!. Figure
11~a! shows the results for the laboratory coordinates of ex-
periment ~A! ~that is, @XS ,ZS#5@20.016 m,20.149 m#,
@XR ,ZR#5@0.016 m,20.251 m#, and @XB ,ZB#5@0.61 m,

FIG. 10. Geometry of the~a! incident and~b! scattered paths for the long-range limit and bistatic configuration.

FIG. 11. Comparison of the exact solution, provided by Eq.~6! ~solid dark-gray line!, and the approximate solutions given by Eq.~17! ~solid light-gray line!
and Eq.~18! ~dashed black line! for scattering from a 425mm bubble close to a pressure release interface.~a! Comparison of the three solutions for the actual
geometry of experiment~A! ~see Table I!. ~b! Comparison of the three solutions ford/r !1 and r i'r s ~see text for details!. In ~b! the three curves are
indistinguishable.
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2d m#!, and Fig. 11~b! shows the results for@XS ,ZS#
5@21.6 m,214.9 m#, @XR ,ZR#5@1.6 m,225.1 m#, and
@XB ,ZB#5@61 m,2d m#. It is evident that when both the
source and the receiver are much further from the bubble
than d, the three solutions are in very good agreement. In
Fig. 11~a! the conditionsd/r i!1 andd/r s!1 are not satis-
fied, and thus there is a significant disagreement between the
curve calculated using Eq.~17! and the one calculated using
the exact solution. Furthermore, the conditionr i'r s is valid
only for the lowd/a range that was used for the calculation.
This becomes evident from the increasing deviation of the
two approximate curves for increasingd. Therefore, it was
necessary to model experiments~A! and~C! using the exact
solution.

For experiments~B! and~D! ~i.e., monostatic scattering!
a simplified expression can be obtained by settingD50 in
Eq. ~18!, which leads to

pT
0ud/r !1,D50'4

eikr

r
f B

eikr

r
@sin2~kd sinu!#, ~20!

where nowu is the grazing angle. As in the bistatic case, the
MSC can be readily incorporated in Eq.~20! to account for
multiple scattering effects. In terms of target strength, for
example, backscattering that includes MSC is

TSud/r !1'TSf f112140 logusin~kd sinu!u

220 logU11
eik2d

2d
f BU. ~21!

Equation~21! indicates that the target strength of a single
bubble near a pressure release interface exhibits oscillatory
behavior with nulls every kd sinu5np ~where
n50,1,2,3,...!, and has a maximum that is 12 dB above the
target strength of a single bubble in the free field.

The good agreement between the exact solution given
by Eqs. ~8! and ~9! and the approximation for monostatic
configuration given by Eq.~21! can be seen in Fig. 12, in
which we plot backscattering from a 425mm bubble for the

geometry of experiment~B! ~see Table I!. The gray solid line
is the exact solution, and the dashed black line is the ap-
proximation ford/r !1. Figure 12 clearly shows that the two
solutions are in very good agreement. This implies that ex-
periments~B! and ~D! could have been modeled with mini-
mal computational effort by using Eq.~21!.

It is of interest to revisit the idea presented in Sec. II of
the effect of multiple scattering on the scattering response of
a bubble close to an air–water interface and forka
@0.0136~see last paragraph of Sec. II and Fig. 6!. Figure 13
shows the contribution of multiple scattering to the coherent
addition of the four paths for experiment~B!, a case for
which ka@0.0136. The gray solid line was calculated using
Eq. ~21!, while the black solid line was calculated utilizing
Eqs.~20! and ~9!. It is evident that the gain due to multiple
scattering is maximum~15.5 dB! at d/a51 (kd50.215),
which is marked with a dotted line. As the depth of the
bubble increases the effect of multiple scattering decreases

FIG. 12. Comparison of the exact so-
lution ~solid gray line! provided by
Eqs. ~8! and ~9! for the monostatic
case and thed/r !1 approximation
~black dashed line! given by Eq.~21!.
The two curves simulate scattering for
the actual geometry of experiment~B!
~see Table I!.

FIG. 13. Comparison of the coherent addition of the four paths~solid black
line! and the prediction of Eq.~21! ~solid gray line!, which includes the
contribution of multiple scattering. The two curves simulate scattering for
the actual geometry of experiment~B! ~see Table I!.
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and it reaches a minimum~a loss of20.56 dB! at d/a57
(kd51.5). Beyond that minimum the scattering amplitude
exhibits a diminishing, small amplitude oscillation about the
coherent addition of the four paths.

V. SUMMARY

The problem of monostatic and bistatic scattering of
sound from a single bubble of radiusa that is located at a
distanced from a flat, air–water interface was studied theo-
retically and experimentally. A model was developed utiliz-
ing a ray-synthesis approach to describe the four scattering
paths, from source to bubble to receiver, that determine the
response of the bubble. Multiple scattering effects were ac-
counted for using an expression derived from the multiple
scattering series. Simulations showed that in the long-range
limit and for a monostatic configuration~i.e., a source and
receiver that are co-located!, calculations performed using
our model are in agreement with those computed using an
alternative model developed by Ye and Feuillade.6 It was
also shown that, for most of theka range, multiple scattering
plays a significant role only forkd,1, wherek is the wave
number of the water medium. However, forka!0.0136 mul-
tiple scattering has practically no effect. Around the bubble’s
free-field resonance frequency (ka'0.0136) multiple scat-
tering effects persist beyondkd53.

Well-controlled experiments were performed by placing
a single bubble of radiusa'425mm on a fine thread at a
distance,d, from the air–water interface. The bubble was
excited by five-cycle tone bursts with a center frequency of
120 kHz. The experiments utilized both a monostatic and a
bistatic system. Theory and experiment were in good agree-
ment, thus validating the model and verifying the effect of
the four paths in the response of the bubble.

Simplified expressions were derived for scattering from
a near-surface bubble for both monostatic and bistatic con-
figurations, and in the long range limit. These expressions

also included the effects due to multiple scattering between
the bubble and the interface.
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This paper examines the propagation of guided circumferential waves in a hollow isotropic cylinder
that contains a crack, with the goal of using these guided waves to both locate and size the crack.
The crack is sized using a modified Auld’s formula, which relates the crack’s length to a reflected
energy coefficient. The crack is then located by operating on the backscattered signal with a
time-frequency digital signal processing~DSP! technique, and then comparing these results to those
obtained if the cylinder is perfect. The guided circumferential waves are generated with a
commercial finite element method~FEM! code. One objective of this work is to demonstrate the
effectiveness of using sophisticated DSP techniques to describe the effect of scattering on dispersive
waves, showing it is possible to characterize cracks systematically and accurately by quantifying
this scattering effect. The results show that the need for high frequency signals to detect small cracks
is significantly decreased by using these techniques. ©2001 Acoustical Society of America.
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I. INTRODUCTION

It is well known that fatigue cracks can initiate and grow
in the radial direction of an annular structure that is subjected
to a large number of fatigue cycles. These annular structures
are used extensively in a variety of industrial applications,
such as the aerospace, oil and nuclear industries. A quantita-
tive and systematic inspection methodology is needed to de-
tect and characterize these cracks, before a catastrophic
structural failure occurs.

Ultrasonic testing is a candidate nondestructive evalua-
tion ~NDE! methodology for this application. Unfortunately,
traditional ultrasonic techniques~such as pulse-echo! are in-
effective in this application because of problems associated
with curvature and accessibility difficulties. Guided ultra-
sonic waves, i.e., waves that propagate in the direction of the
layer while behaving as standing waves through the thick-
ness of the layer, are a potential alternative. Nagyet al.1

recently proposed using guided ultrasonic waves that propa-
gate in the circumferential direction to detect radial cracks in
weep holes of airframes.

The main advantage in using guided ultrasonic waves is
that they can interrogate the entire specimen, including inac-
cessible portions. Unfortunately, the detected ultrasonic sig-
nals are very complicated, causing difficulties in signal inter-
pretation. Previous researchers have studied guided waves in
plates2 and cylinders.3 For example, Alleyne and Cawley3

examine cylindrical waves that propagate down the axis of
the cylinderbut remain standing in its circumferential direc-

tion to detect cracks in long thin pipes.@That is, the expres-
sions for the field quantities contain terms such as cos(nu) or
sin(nu), whereu is the usual polar angle~see Fig. 1! andn is
an integer. Thus quantities such as velocities or stresses are
modulo @2p# periodic.# However, these longitudinal waves
are not well suited for determining theradial location of a
crack in a short annular structure. This is especially true for
a cylindrical component whose diameter is on the same order
of magnitude as its length. Circumferential waves, that is
guided wavesthat propagate in the circumferential direction
of the cylinder, i.e., in theu direction ~see Fig. 1!, are pro-
posed for these applications. Such waves, contrary to the
previous case, contain terms such aseiku, whereu has the
same meaning as previously andk is a real number~and not
an integer!. Thus quantities such as velocities and stresses
are not periodic modulo@2p#. These circumferential waves
do not propagate in thez direction~in the axis of the cylinder
or along its length!. Guided circumferential waves have been
studied in Refs. 4 and 5 and were first introduced by
Viktorov6,7 as the natural extension of Lamb waves from a
flat plate to a curved plate. Liu and Qu8 consider the time
harmonic analysis of a~perfect! hollow cylinder, while Valle
et al.4 examine the time harmonic behavior of a double-
layered, hollow cylinder. None of these studies consider tran-
sient circumferential waves propagating in a cracked cylin-
drical component.

This paper examines the propagation of~transient!
guided circumferential waves in a metallic~steel! hollow
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cylinder that contains a crack, using these guided waves to
both locate and size the crack. The crack is sized using a
scattering formula first developed by Auld,9 which is modi-
fied in the current work to analyze transient~non-time-
harmonic! signals. The crack is then located by operating on
the backscattered signal with a time-frequency digital signal
processing~DSP! technique, and then comparing these re-
sults to those obtained from a perfect cylinder—one without
a crack. All the time signals~guided circumferential waves!
presented in this work are generated using a commercial
FEM code~ABAQUS/Explicit!—except for accuracy checks
done by comparing experimental and numerical results.
While much fundamental work has been done in the past to
develop numerically efficient methods to calculate the tran-
sient response of waveguides~both perfect and flawed!,10,11

the FEM was chosen here for its robustness, accuracy and
convenience.

It is important to note that no effort is made in this work
to selectively restrict the number of guided modes propagat-
ing in the cylinder.

One objective of this work is to demonstrate the effec-
tiveness of using sophisticated DSP techniques to describe
guided, broadband, and multi-modecircumferential waves in
imperfect cylinders. Specifically, these DSP techniques are
used to examine the effect of scattering on dispersive waves,
showing it is possible to characterize cracks systematically
and accurately by quantifying this scattering effect.

In this text, the termwavedesignates any ultrasonic sig-
nal that propagates into the annular structure under investi-
gation. The termmodedesignates an ultrasonic signal fully
represented in a time harmonic fashion by a single curve on
the dispersion curves of the structure where the mode propa-
gates~such as, the familiar Lamb modesa0 ands0!. There-
fore, a mode is always a wave, but a wave can consist of
multiple modes~since, as an example, thea0 ands0 modes
can co-exist for a given frequency range!.

II. FEM MODEL OF THE SCATTERING OF GUIDED
CIRCUMFERENTIAL WAVES CAUSED BY A
CRACK

In the past, the computational cost of modeling high-
frequency wave propagation problems was prohibitively

high. It has been shown recently that the FEM is capable of
modeling such problems accurately and efficiently. This
computer power increase makes the FEM an excellent
method for solving wave propagation problems that are in-
tractable by analytical methods.12,13

This numerical study only models a portion~half! of the
cylinder, because the signal processing techniques only make
use of the backscattered data and thus the whole circumfer-
ence need not be modeled. The backscattered data will reach
the receiver before the transmitted data, and therefore the
backscattered data can be windowed out. Also, FE simula-
tions show that most of the signal attenuates by the time it
has traveled 360°. Therefore, there is no need to model the
complete cylinder. As such this geometry may be thought of
as an infinitely long curved plate. ABAQUS/Explicit is used
for all numerical calculations. Convergence is reached when
the solution obtained is mesh-invariant~the solution remains
the same when the mesh size is decreased!. As a further
check, solutions for the perfect cylinder are compared to the
normal modal expansion~NME! calculations of Liu and
Qu14 ~see Fig. 2!, and to experimentally generated signals
~using laser ultrasonics!,5 shown in Fig. 3. The excellent
agreement between these solutions confirms the accuracy of
these FEM models. A typical half cylinder mesh~the dimen-
sions of the cylinder used in this research are shown in Table
I! has 4000 elements~for loads of 0.5 MHz center fre-
quency!. This number of elements is obtained by successive
refinement of the mesh until mesh invariance is obtained.
The element size is 15 times smaller than the wavelength of
the ~nondispersive! shear wave at the center point of the
bandwidth~0.5 MHz! and nearly 7 times smaller at the upper
end of the bandwidth~1.5 MHz!. While these ratios are low
at the higher frequencies, mesh invariance and the numerical
validation with Fortran show that they are sufficient for
ABAQUS/Explicit.

Each element is a 4-node plain strain continuum element
~CPE4R!. Such an element provides a second-order interpo-
lation, with reduced integration and hourglass control~hour-
glassing is a numerical phenomena by which a zero-energy
mode propagates through and spoils the solution—see the
ABAQUS Theory manual,15 Sec. 3.1.1, for more details!.

FIG. 1. Specimen geometry, taking
advantage of symmetry of hollow cyl-
inder, and simulating laser interroga-
tion with a normal point load/point re-
ceiver system for backscattered energy
detection.
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Each node has 2-degrees of freedom~plane strain assump-
tion!.

Cracks in the cylinder are modeled by releasing nodes
along the cylinder’s wall and are assumed to have perfectly
smooth faces, subjected to stress free boundary conditions.
Such mesh discontinuities are infinitely thin, are a good rep-
resentation of a fatigue crack~as opposed to notches!, and
allow for a variable crack length. In the far field~which is the
domain of interest here!. For near field calculations, singular
elements must be used to accurately capture the singularity at
the crack tip. It is important to note that the inverse problem
solved in this study does operate under the assumption that
the shape of the crack is knownà priori . In addition, while

crack closure is of clear concern in practical cases, it will not
be addressed in this work.

A finer mesh is needed to accurately model cylinders
with smaller cracks~i.e., of length smaller than 20% of the
wall of the waveguide!. Convergence is usually obtained af-
ter increasing the number of elements in both the thickness
and the waveguide axis directions. Therefore, the computa-
tional models presented here can detect cracks of length no
smaller than 10% of the wall, that is, no smaller than 0.3 mm
for a load with 0.5 MHz center frequency. More powerful
computers can capture scattering due to even smaller cracks
because they can accurately resolve the bigger meshes
needed for loads of higher center frequencies.

The load in all cases is a point load, applied normally to
the cylinder’s surface. This load has a frequency range of 0.2
to 1.5 MHz, with most of the energy centered near 0.5 MHz.
The solution of such a FEM model takes a few minutes on a
Pentium III with a 433 MHz clock and 254 MB RAM.

III. AULD’s FORMULA

Auld’s formula9,16 is developed using a two transducer,
through transmission system applied to the structure to be
interrogated. Transducer 1 produces an incident field of
powerP, and transducer 2 is the receiver@see Figs. 4~a! and
~b!#. The ratio of received electrical signal strength,EII , to
incident electrical signal strength,EI , is denoted byG. The
change in the ratio,dG, due to a single scatterer~a crack in
this case!, is proportional to the reflection coefficientR and is
given by Auld’s formula:

dG5~~EII !flaw2~EII !noflaw!/~EI !flaw. ~1!

This formula may be simplified for the case of backscatter-
ing, and with the hypothesis that the signals are time har-
monic:

dG52
iv

4P E
S
~sk j

~2!uk
~1!2sk j

~1!uk
~2!!nj dS, ~2!

whereS is an arbitrary surface, which surrounds the scatterer
~the crack in this case!, j andk are dummy indices~the sum-
mation convention is used here! and nj is the unit outward
normal ofS. In Eq.~2! the terms with superscript~1! relate to
the fields in the absence of the scatterer, while terms with the
superscript~2! relate to the fields in the presence of the scat-
terer. For the case where the scatterer is a traction free crack,
Eq. ~2! is simplified to

dG52
iv

4P E
A
~sk j

~1!Duk
~2!!nl dS, ~3a!

whereA is the crack area and

FIG. 2. Comparison between wave forms from Abaqus/Explicit and
FORTRAN @normalized units~Ref. 12!#.

FIG. 3. Comparison between a laser-based experimental signal and the
equivalent ABAQUS/Explicit signal.

TABLE I. Material and geometry data for the thin steel annulus.

v cT cL a b h

0.2817 3120 m/s 5660 m/s 5.08 cm 5.38 cm 0.944 24
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Duk
~2!5uk~x2

2!2uk~x2
1!. ~3b!

The two previous equations are used to calculate the back-
scattering from a surface crack at the inner radius of the
cylinder.

Since the stress and displacement signals obtained from
ABAQUS are transient and not time harmonic, they cannot
be multiplied directly into the integrand of Eq.~3!. The typi-
cal procedure17,18 involves applying the fast Fourier trans-
form ~FFT! to the transient displacement and stress signals
~the signals calculated with ABAQUS! first, then multiplying
them~element by element, array multiplication andnot vec-
tor multiplication!, repeating the steps for each new value,
and finally adding everything. Once the sum is obtained, it
has to be multiplied byiv ~element by element again! and
the resulting output is Auld’s formula in the frequency do-
main. In addition, the inverse FFT has to be applied if a time
domain result is desired. This procedure is lengthy and re-
quires careful attention to the proper application of the FFT.
In particular, zero-padding the time-domain data is abso-
lutely necessary. Otherwise, the final signal violates causal-
ity.

An interesting alternative to the frequency-domain for-
mulation is to adapt Eq.~3! so that it can be applied directly
to time-domain signals. It is well known that the convolution
in the time domain is equivalent to the multiplication in the
frequency domain. In fact, many convolution programs use
that property directly in their codes: they first zero-pad the
data, apply the FFT, array multiply, and apply the inverse
FFT to get the final outcome.19 Equivalently, MATLAB uses

a filter-based approach whereby the structures of the data are
cross multiplied:

y~n!5 f ~n!* g~n!5 (
m52`

`

f ~n2m!.g~m!. ~4!

The advantage of using the cross multiplication, as done
in MATLAB, is that much fewer operations are required
~than in the alternative FFT-based formulation! and that the
output is directly in the time domain. The only additional
step that is required for agreement with Eq.~3! is a time
differentiation, since multiplying byiv in the frequency do-
main is equivalent to differentiating~with respect to time! in
the time domain.

The time-domain reflection coefficient,R, is therefore
calculated by using the following formula~up to a multipli-
cative constant!:

R}
d

dt S (n
ui

n
* s i1

n D , ~5!

wheren is the number of the element in consideration~for
the stress tensor! and of that element’s bottom node on the
crack surface~for the displacement field!, * denotes convo-
lution, andi 51,2.

All the cracks considered in this study are radial~e.g.,
vertical along the 90° angle, or they axis!. Therefore, the
stress tensor will always have a normal in the 0° angle di-
rection, or thex axis ~see Fig. 5!. Therefore, thej index is
always equal to 1.

FIG. 4. ~a! Auld’s formula~general scattering geometry!. ~b! Auld’s formula
~backscattering case!.

FIG. 5. Auld’s formula—scheme of FEM computations.
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IV. REFLECTION COEFFICIENT VERSUS CRACK
LENGTH

Clearly, the longer the crack, the higher the overall level
of the resulting reflection coefficient. One way to obtain a
quantitative measure of this relationship is to plot the RMS
~root-mean-square! value of the frequency spectrum of the
reflection coefficient obtained via Auld’s formula, for various
crack lengths. That is, once the FE model is used to calculate
the field around the crack, Auld’s formula is then used to
predict the length of the crack with this FE data. The proce-
dure involves a series of steps.

~1! Construct a FEM model of the cylinder with a prescribed
crack length.

~2! Solve for the pertinent displacement and stress fields
around the crack~for the load case with a center fre-
quency of 0.5 MHz!.

~3! Obtain the time-domain~transient! reflection coefficient,
R, from the procedure described in the preceding section
and by applying Eq.~5!, up to an arbitrary multiplicative
constant.

~4! Apply the FFT toR to get its frequency spectrum.
~5! Get the RMS value ofR’s frequency spectrum, and nor-

malize it with respect to the RMS value of the incident
signal.

~6! Plot the normalized RMS value with respect to crack
length, and repeat the entire procedure for other crack
lengths.

The resulting plot is shown in Fig. 6 for six different
crack lengths~10%, 20%, 30%, 50%, 70%, and 90% of cyl-
inder wall!. Figure 6 demonstrates that there is a quasilinear
correlation between the crack length and the overall value of
the reflection coefficient. For a perfect cylinder~crack length
of 0%! there should be no backscattered energy and thus the
normalized RMS should be 0. If the cylinder is completely
cut ~crack length of 100%! the backscattered energy should
be equal to the incident energy. Figure 6 shows that the slope
is steeper for crack depths smaller than 10% of the cylinder

wall. The slope also tends to flatten slightly as the crack
depth increases beyond 70%. Please note that mesh size~the
number of elements needed to ensure convergence! of the
ABAQUS model increases as the crack length decreases.

The quasilinear characteristic of the RMS plot shows
that Auld’s method, combined with the FEM model, gives a
quantitative estimate of the crack length in a cracked steel
cylinder using guided circumferential waves. Moreover, this
method allows the sizing of cracks up to 300mm even
though the signal frequency is centered at 0.5 MHz~and
never goes beyond 1.5 MHz!. Note that a Rayleigh wave
with a wavelength of 300mm has a frequency of 9.7 MHz in
steel.

V. TIME-FREQUENCY REPRESENTATIONS „TFRs… OF
GUIDED WAVES

Now that a crack’s length can be quantitatively mea-
sured, consider a procedure to determine the crack’s location.
Once again the main challenge is the dispersive and multi-
mode nature of guided waves. For example, consider a time-
domain scheme that uses arrival times to determine the un-
known location of a crack on a cylinder’s inner surface.
Since this scheme must be based on the arrival times of a
particular wave form feature, the dispersive nature of guided
waves presents a large source of error. The reason for this
~potential! breakdown is that the different frequencies of a
dispersive wave travel with different group velocities, chang-
ing the wave’s shape as it propagates. As a result, it is diffi-
cult ~if not impossible! to track and identify the exact arrival
time of the same feature of a propagating guided wave.

In order to alleviate this problem, changes in the fre-
quency content of the signal need to be tracked as a function
of time so that dispersion can be taken into account.

The time-frequency representation~TFR! of a signal is a
quantitative measure of how a signal’s frequency changes
with respect to time. A TFR is obtained by dividing a time-
domain signal into a series of small pieces in time; each of
these pieces is windowed and then individually transformed
into the frequency domain. Popular transforms include wave-
lets, the short time Fourier transform~STFT!, and the
Wigner–Ville distribution~WV!. Please recall from the pre-
ceding discussion that the identification of an individual
mode’s arrival time is very difficult~if not impossible! from
either the time-domain signal or its frequency spectrum, be-
cause the contributions from each mode in a multimode sig-
nal are not separable. However, the TFR enables the separa-
tion of the contribution of each mode, as a function of time
and frequency simultaneously.

One problem inherent to a TFR is the time-frequency
resolution limitation, that is, the impossibility to simulta-
neously have perfect resolution in both time and frequency.
One way to increase time-frequency resolution, is through
the reassignment~or reallocation! method.20 Reassignment is
not another TFR, but a way to reduce the spread of a TFR by
concentrating its energy to its~the energy’s! center of grav-
ity. The reassignment method is not restricted to a specific
TFR, but can be applied to any time-frequency shift invariant
distribution of Cohen’s class.21 The energy density spectrum
of the reassigned STFT, called the reassigned spectrogram, is

FIG. 6. Normalized RMS of FFT of Auld’s reflection coefficientR versus
crack depth.

1286 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Valle et al.: Crack characterization using guided waves



selected for this study, since previous work21,22 shows that it
is extremely effective in capturing the dispersive nature of
guided, multimode ultrasonic signals in thin metallic plates.

Therefore, as was done in earlier studies for plates,22 it is
possible to compare analytical dispersion curves for the cyl-
inder ~calculated in the time-frequency domain! to a TFR
calculated from either experimentally or numerically~FEM!
generated guided circumferential wave signals.@See Fig. 7~a!
for a comparison between the reassigned spectrogram of a
synthetic, i.e., numerical, signal from a perfect cylinder and
the analytical dispersion curves, calculated in the time-
frequency domain, for that same perfect cylinder.# The ‘‘lad-
der’’ effect described earlier in plates22 is clearly still present
for guided circumferential waves, and although the Rayleigh
mode is well represented by the TFR, the procedure breaks
down beyond 0.8 MHz because the FE model’s mesh is op-
timized for frequencies around 0.5 MHz.

One of the greatest advantages of the proposed tech-
nique is that both numerical and experimental TFRs are not
limited to perfect geometries, while analytical dispersion
curves~in general! have this limitation. It is thus possible to
comparein the time-frequency domainanalytically obtained
dispersion curves~for a perfect cylinder! to a reassigned
spectrogram obtained from a signal numerically calculated
~or experimentally measured! in a crackedcylinder, using
this comparison to quantify the crack’s effect on these dis-
persion curves.This comparison offers a systematic proce-
dure to locate a crack that does not require the selective
generation or detection of a particular mode. Applying the
reassigned spectrogram tobackscatteredultrasonic energy
and comparing it to analytical dispersion curves for the cyl-
inder ~calculated in the time-frequency domain! provides an
excellent way to calculate the arrival times of specific modes
~see Fig. 1 for the positioning of the source, the receiver and

FIG. 7. ~a! Comparison between the
reassigned spectrogram of a FE-
obtained guided circumferential wave
and the analytical dispersion curves, in
the time-frequency domain, of the
same cylinder ~both perfect!. ~b!
Methodology to locate the crack: com-
parison between the reassigned spec-
trogram for the backscattered energy
and the analytical dispersion curves in
the time-frequency domain.
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the crack!. A typical plot that results from the proposed pro-
cedure is given in Fig. 7~b!.

From Fig. 7~b! it is possible to determine:

• which modes are affected by the crack,
• for what times and what frequencies,
• and even more importantly, by how much time is the ar-

rival of each mode changed by the mode’s interaction with
the crack, for any given frequency.

This information is then used to determine the crack’s
location. The next section will illustrate how this information
is extracted from the signals.

VI. CRACK LOCATION USING THE REASSIGNED
SPECTROGRAM

This portion of the study develops FE models for two
cases of the same steel cylinder, one with a crack length of
10% of the cylinder’s wall~on the inner surface! and a load
of center frequency of 0.5 MHz, and the second is the asso-
ciated ‘‘perfect’’ cylinder~no crack!. The time-domain signal
backscattered from this crack is determined by subtracting
the signal predicted with the cracked cylinder model from
the signal of the perfect cylinder~i.e., the model without a
crack!, noting that each signal has thesame source and re-
ceiver locations. The reassigned spectrogram is then applied
to this backscattered signal, and this TFR is compared to the
~perfect! cylinder’s analytical dispersion curves~calculated,
in the time versus frequency domain, for thesame source
and receiver locations!. This comparison illustrates which
modes are affected by the crack, as well as enabling the
calculation of the time delay between the backscattered and
the corresponding analytical dispersion curves@see Fig.
7~b!#. The reason for this time delay is that the backscattered
signal only starts after the incident signal has propagated
from the source to the receiver~as in the perfect cylinder
case! and then to the crackand then back to the receiver.
Therefore, the backscattered signal is zero for all times prior
to the time that it takes to return to the receiver.

This time delay is given by the ratio between the group
velocity of each specific mode, for a specific frequency, and
twice the distance between the receiver and the crack. Note
that there is a distortion in the backscattered reassigned spec-
trogram, when compared to the analytical dispersion curves,
because the group velocity of most modes changes with
frequency—this causes a change in the time delay, with fre-
quency. As a result, the shape of the backscattered spectro-
gram looks slightly different from the shape of the corre-
sponding analytical dispersion curves for the perfect cylinder
@see Fig. 7~a!#.

This distortion makes it difficult to identify exactly
which feature of a given backscattered mode, for a specific
frequency, corresponds to what feature of the analytical dis-
persion curve for that mode and for what frequency. For
example, in Fig. 7~a!, the highest peak in the second mode
occurs at 0.82 MHz in the analytical dispersion curve, but
finding this exact same feature in the backscattered spectro-
gram for the second mode is impossible since the peak is
now spread over a small frequency range~1 to 1.2 MHz!.
Therefore, since the group velocity depends on frequency,

the time delay between the reassigned spectrogram of a
backscattered mode and its dispersion curve will also be hard
to determine accurately. The only mode for which the pre-
ceding statement is not true is the Rayleigh mode, because its
group velocity is constant for almost all frequencies, so the
frequency distortion between the Rayleigh mode’s analytical
dispersion curve and its reassigned spectrogram is nearly
nonexistent@beyond 0.4 MHz, shown in Fig. 7~a!#. The time
delay between the backscattered Rayleigh mode from the re-
assigned spectrogram and its predicted analytical arrival,
times the group velocity of the Rayleigh mode, gives twice
the distance between the receiver and the crack.

Since the scattered Rayleigh mode, as calculated with
the reassigned spectrogram, is not an infinitely thin line@as is
clear from Figs. 7~a! and ~b!#, two distances are always cal-
culated, one corresponding to the lowest bound in time~first
time!, and one corresponding to the upper bound in time
~second time!. At 0.5 MHz, the Rayleigh wave can be as-
sumed to be almost nondispersive, thus if it reaches the re-
ceiver in a faster time, it has traveled a comparatively shorter
distance. Hence the ‘‘lower’’ bound on the distance to, or
location of, the flaw. Conversely the second and longer time
corresponds to a longer distance traveled by the backscat-
tered signal to the receiver. Hence the lower bound on the
distance to the flaw. These distances can then be plotted
against the true distance, i.e., the actual location of the crack.
The comparison between those three distances is given in
Fig. 8. There is very good agreement between them, even for
this small~10% of wall thickness! crack.

The proposed methodology also works well in the
nearfield of the crack~or source!, although it is more difficult
to accurately determine separation times between backscat-
tered and analytical modes in this case; for example, the
analytical modes will tend to be compressed all together to-
ward the zero time axis if the receiver is close to the source.
Since the method is based on a graphical calculation of time

FIG. 8. Comparison between predicted distances receiver to crack~lower
and upper bound! and the true distance, for the ring cracked at 10%.
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delay, it is essential to have a definite separation between the
analytical dispersion curves and their backscattered counter-
parts.

More importantly, the Rayleigh mode is not always the
mode most sensitive to the crack. Indeed, in Fig. 7~b!, one
can see that for certain frequency ranges~for example, from
1 MHz on!, the backscattered contribution from the Rayleigh
mode simply vanishes. This means that for frequencies
above about 1 MHz, the Rayleigh mode does not ‘‘see’’ the
crack ~this makes sense since the Rayleigh mode travels on
the outside radius while the crack originates from the inside
surface—therefore, as the frequency increases the Rayleigh
mode is increasingly less likely to see the crack!. Only the
higher order modes~in this case the second mode! see the
crack at that particular frequency~as was first shown in Valle
et al.4!—this is clearly visible in Fig. 7~b!. Unfortunately,
frequency distortion is a problem for these higher modes.
This frequency distortion makes it difficult to use higher or-
der modes to determine the location of the crack, unless one
can select a frequency range with limited dispersion, so that
the group velocity can be calculated accurately. Typically
this frequency range exists, but it may be prohibitively high
from a computational cost perspective. Please note that dis-
persion curves and FE signals tend to be costly for frequen-
cies beyond 3 to 4 MHz.

This problem~the Rayleigh mode not being sensitive to
cracks! only occurs for very small cracks. The reassigned
spectrogram applied to time-domain signals created by a 0.5
MHz signal is clearly sufficient to locate this 300mm crack
~10% of the cylinder’s thickness!.

VII. SUMMARY AND CONCLUSIONS

This paper uses the FEM to model the propagation of
guided circumferential waves in a cracked cylinder and pre-
sents sophisticated digital signal processing algorithms that
characterize the waves’ interaction with this crack. Specifi-
cally, this paper presents a technique to size the crack, and
another to locate it.

For sizing the crack, a time domain analysis based on
Auld’s scattering formula for backscattered signals is used.
By using the Auld’s formula to calculate the RMS value of
the frequency spectrum of the reflection coefficient for vari-
ous crack lengths, it is shown that there is a quasilinear cor-
relation between the crack depth and the overall RMS value
of the reflection coefficientR. The RMS value ofR increases
with crack depth, and provides a quantitative means of char-
acterizing cracks down to about 10% of the thickness of the
cylinder. As a result, Auld’s method combined with the FEM
model gives a quantitative estimate of the crack depth from a
measured signal.

To locate the crack, the reassigned spectrogram is pre-
sented as a digital signal processing algorithm that accurately
captures a TFR of guided circumferential waves over a large
frequency range. The reassignment method solves the time-
frequency resolution problem inherent to using Fourier-based
TFRs such as the spectrogram by redistributing the energy
content of each mode to its center of gravity, with respect to
time and frequency, and therefore clearly separates the con-
tribution of each mode within the scattered signal. Applying

the reassigned spectrogram to backscattered data, and com-
paring this to the analytical dispersion curves for the perfect
cylinder provides an accurate measure of the time delay, per
mode, between the incident signal of a perfect waveguide
and its backscattered counterpart~if a crack is present!.
Through this time delay and the group velocity of the mode
of interest at a specific frequency, the distance between the
receiver and the crack can be calculated. This method can
characterize cracks and notches with lengths as small as 10%
of the waveguide wall. Computational power needs to be
increased if even smaller sizes are of interest.

It is important to note that the results presented in this
paper, both for crack sizing and crack locating, are dependent
on the frequency of the input signal. Both methods~Auld’s
formula and the reassigned spectrogram! are applied to sig-
nals created with an input with a frequency range between
0.2 and 1.5 MHz~with most of the energy centered around
0.5 MHz! but they can detect cracks down to 300mm—even
though the wavelengths of these signals is much greater than
300 mm. Therefore, the need for high frequency signals to
detect small cracks is significantly reduced by using these
techniques.

Also, multiple cracks can be detected using those tech-
niques. The reassigned spectrogram will locate them by
showing a series of time delays. Auld’s formula~as presented
here with no restriction on the duration of the signals! can
only show a combined total of damage accumulation—
however, if it is used in combination with the reassigned
spectrogram, the signals used in Auld’s formula can be re-
stricted to the pertinent time of flight and therefore can then
characterize each crack singly, in the same fashion presented
earlier in this paper.
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I. INTRODUCTION

Coherent or enhanced backscattering finds its origin in
interference effects in multiple scattering of waves. Basic is
the reciprocity principle which states that partial waves
propagating in opposite directions interfere constructively at
the source from which they originate, no matter how com-
plex the wave path.1 These ideas were originally developed
in condensed matter,2 where such constructive interferences
give rise to the so-called ‘‘weak localization’’ corrections to
the electrical conductance. In the beginning of the 1980s,
coherent backscattering of light was observed independently
by different groups.3,4 Since then, a lot of theoretical and
experimental efforts have been undertaken to understand this
novel effect in detail, such as the role of an external magnetic
field, which breaks time-reversal symmetry,5,6 chirality,6 line
shape,7 enhancement factor,8 stimulated emission,9 and Ra-
man scattering.10 More recently, time-dependent enhanced
backscattering was reported for acoustic waves.11

Wave scattering is also of interest in seismic applica-
tions. Since the pioneering work of Aki12 and Aki and
Chouet13 three decades ago, seismic coda is interpreted as
elastic waves scattered from randomly distributed inhomoge-
neities in the Earth’s crust. The seismic coda refers to the
exponential time tail observed in the seismograms of local
earthquakes in the frequency band 1–10 Hz. Whereas early
work12,14,15tried to model the coda as singly scattered waves
in a uniform space, recent numerical studies suggested the
importance of multiple scattering.16–19 In the above-
mentioned frequency band the mean free path of the elastic
waves is estimated to bel'20– 70 km.20 Given a typical
velocity of 3.5 km/s the mean free time between two scatter-
ing events would be 20 s maximum. This time scale supports
the view that seismic coda, which often lasts for more than
200 s, is a genuine multiple scattering phenomenon. A de-
tailed theoretical study of enhanced backscattering of elastic

waves is necessary to facilitate its observation in seismic
data.

The presence of three polarizations and two different
speeds makes any multiple scattering problem in elasticity
considerably more complicated than in electromagnetism.
The technical aspects have been studied in great detail by
Weaver,21 Turner and Weaver,22 and Papanicolaouet al.23

Seismic observations are characterized by a number of addi-
tional specific aspects, and the present work aims to address
some of them.

First, seismic measurements are always carried out in
the near field, i.e., near or in the scattering medium, in con-
trast to previous far-field scattering studies with light and
acoustic waves. Our first study,24 carried out for acoustic
waves, has revealed that observation of enhanced back-
scattering of seismic waves requires detection within ap-
proximately one elastic wavelength~typically 100 m to 1
km! from the seismic source, making it a genuine near field
effect. This characteristic distance is quite different from the
one in the far field, where it equals the much longer mean
free path.8,11 The line shape of enhanced backscattering can
be defined as the ratio of enhancement near the source, nor-
malized to the energy measured far way. Studies with light25

and acoustic waves11 in the far field showed this ratio to be a
function of time. In the near field, astable line shape was
predicted at times longer than the mean free time, with a
maximal enhancement factor equal to 2 at the source and a
typical distance of one wavelength for the enhancement to
vanish. The present work investigates the precise line profile
for enhanced backscattering in an infinite medium, using the
full theory of elasticity. The complex role of the nearby free
surface, which induces mode conversions, is left to future
work.

The second specific aspect is that seismic sources are
known to be highly polarized. The role of polarization has
been shown to be crucial in optical studies, since the reci-
procity principle applies only when detector and source have
the same polarization.1,7 The explosions have a diagonal seis-a!Electronic mail: tiggelen@belledonne.polycnrs-gre.fr

1291J. Acoust. Soc. Am. 110 (3), Pt. 1, Sep. 2001 0001-4966/2001/110(3)/1291/8/$18.00 © 2001 Acoustical Society of America



mic moment tensor, releasing compressional energy only.
Being relatively under control, they seem good candidates
for enhanced backscattering studies. Unfortunately, because
of the low shear velocity, multiple scattering rapidly converts
most elastic energy into shear excitations,26 and an observa-
tion of enhanced backscattering with explosions seemsa pri-
ori hopeless. On the other hand, earthquakes are often mod-
eled by a dislocation, with a traceless, symmetric seismic
moment tensor, characteristic of a source involving a double
couple.27 The diagonal elements of the seismic moment ten-
sor of an earthquake, corresponding to volume changes, are
estimated to be small, typically of the order of 2%. This
particular symmetry of the source has never been discussed
in the context of multiple scattering and enhanced back-
scattering.

Our study is closely related to a recent study by De
Rosny, Tourin, and Fink28 and Weaver and Lobkis,29 which
involve the enhanced backscattering effect of elastic waves
in a reverberant cavity. The main difference is that in rever-
berant cavities the mixing of the waves is caused by the
chaotic nature of their boundaries, and not by elastic scatter-
ers inside. Second, in a finite cavity, an additional character-
istic time exists, the Heisenberg time, beyond which the en-
hanced backscattering factor changes from 2 to 3. This
Heisenberg time is infinite for an infinite random medium. In
this paper we show that the enhancement factor for coherent
backscattering in an infinite elastic medium is necessarily
less than or equal to 2. Sometimes the enhancement can be
so small that observation is very unlikely, since the effect is
easily overwhelmed by measurement errors. The study by De
Rosny et al.28 of two-dimensional enhanced backscattering
of elastic waves in a chaotic silicon wafer has revealed a
very unconventional line shape, vanishing exactly at the
source and with two maxima at roughly one wavelength
from the source. This line profile was explained by thedipo-
lar nature of the source.30

II. SOURCE: EXPLOSIONS AND DISLOCATIONS

In general, seismic sources can be described by a force
field f i(r ,t) localized in space and time. This force field
contains a wide range of frequenciesv and we shall repre-
sent it by its Fourier transformf i(r ,v). For sources small
compared to the elastic wavelength, the following multipole
expansion applies:

f i~r ,v!5Fi~v!d~r !2Min~v!]nd~r !1¯ . ~1!

The net forceFi and the seismic moment tensorMin are
defined by

Fi~v![E dr f i~r ,v!, Min~v![E dr r nf i~r ,v!, ~2!

where the integral is carried out over the whole source. The
process initiating the source has no external perturbations, so
that the net forceFi and the net coupleMi j 2M ji ( iÞ j )
must vanish. Thus, the seismic moment tensor must besym-
metric. The diagonal elementsMii induce no couple but cre-
ate compressional deformations, typical of explosions. An

ideal, isotropic explosion can be characterized by the seismic
moment tensorMi j 5Md i j . Earthquakes are believed to be
dislocations with very small volume changes. This reduces
the model to one with two compensating dipolar couples,
hence the name ‘‘double couple.’’ Only vulcano eruptions are
examples of seismic sources for which a net forceFi(v) is
believed to exist.

The force field f j (r ,v) acts as the source term in the
elastic wave equation for the displacement vectorui(r ),
whose Green’s tensor is denoted byGi j .27 From Eq.~1!, it
follows immediately that the elastic wave released at the
source is

ui~v,r !5Mn j~v!]nGi j ~v,r !. ~3!

This source field will be used as a starting point for coherent
backscattering calculations. In an isotropic homogeneous
elastic medium the elastic Green’s tensor is27

Gi j ~v,r !52
3r̂ i r̂ j2d i j

4pr 3 E
r /a

r /b

dy yexp~ ivy!

2
r̂ i r̂ j

4pa2r
exp~ ivr /a!

1
r̂ i r̂ j2d i j

4pb2r
exp~ ivr /b!. ~4!

The inequalityaÞb of the two elastic velocities gives rise
to the first near-field term.

III. COHERENT BACKSCATTERING IN THE NEAR
FIELD

In the following we assume that multiple scattering does
not affect the frequencyv, and often drop the frequency
label. The basic observable used in radiative transfer of elas-
tic waves is the correlation function of two elastic displace-
ment vectorŝ ui(r2 1

2x,t)uj* (r1 1
2x,t8)& at two different po-

sitions and for two different times. One time label can be
transformed away in favor of a central carrier frequencyv.
The time label that remains describes the time evolution of
the ‘‘slowly varying’’ envelope of the pulse, which is much
slower than the harmonic cycle.

The kernelLi j →kl(r1 ,r2→r3 ,r4 ,t) describes the trans-
fer of the displacement correlation function from source~dis-
placement indicesi, j and positionsr1 , r2! to detector~dis-
placement indicesk, l and positions r3 , r4!. Standard
radiative transfer theory neglects all interference effects in
the vertexL and assumes that the fieldu and its complex
conjugateu* travel along exactly the same paths, so that
their phase difference cancels. This leads to the diagram-
matic ‘‘ladder’’ representation ofL shown in Fig. 1~a!. The
solid lines denote a Green’s tensor that quantifies the radia-
tion from one scatterer to the next, displayed as crosses. We
emphasize that the diagram denotes the propagation of the
displacement Stokes tensor^ujuj* &. Both the release of en-
ergy by the source and the measurement carried out at the
detector can be described by some linear operation of this
Stokes tensor which will be specified in the following.
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The basic physics of the coherent backscattering is the
interference between time reversed paths. If the sequence of
scattering events, which starts at the source and ends at the
detector is time reversed, the diagram 1~b! is obtained, rep-
resenting the vertexC. The reciprocity principle gives a very
simple relation between both vertices,1

Ci jkl ~ t,r1 ,r2→r3 ,r4!5Lilk j ~ t,r1 ,r4→r3 ,r2!, ~5!

i.e., polarization labels and positions of bottom line simply
interchange.

The interference contributionC is not contained in clas-
sical radiative transfer, but will significantly modify the en-
ergy coming back to the source. This can best be seen for the
simplified case of a measurement of^uuk(rd)u2&, which is
proportional to the average kinetic elastic energy at the de-
tector, and a genuine monopole sourcef i(v)d(r2r s). The
last property means that the source emits the wave field
G(v,r2r s)•f(v) and not the one described by Eq.~3!. In
that case,Liikk andCiikk correspondexactlyto the observa-
tion. Equation~5! implies

Ciikk~ t,r s ,r s→rd ,rd!5Likki~ t,r s ,rd→rd ,r s!. ~6!

This relation means thatC5L at all times for detection at the
source (r s5rd) provided that the displacement component is
measured along the polarization of the source (i 5k). Since
C may be expected to vanish away from the source, we
would find a local enhancement of kinetic energy ofexactly
a factor of 2. In addition, at very long times we may expect
incoherent radiation to be completely depolarized,Likki(t)

;d ik . This means that the interferenceC vanishes for any
component orthogonal to the polarization of the source. This
would be very useful to determining the polarization of a
seismic source with waves in the regime of seismic coda,
where multiple scattering is believed to occur.

A. Coherent backscattering near a seismic source

The above-mentioned arguments have been shown to
apply to experiments carried out in the far field for both
light3 and acoustic waves,11 where the factor of 2 was con-
firmed. For light also the absence of intensity enhancement
in the orthogonal polarization channel has been established.
The seismic situation is more complicated in view of the
aspects of the source and the near field detection.

We restrict our analysis to elastic wave diffusion in an
infinite medium, whose translational symmetry facilitates a
study of the vertexL in the Fourier space. Evidently, the
study with plane waves is a natural choice in optics.1,6 The
convention is shown in Fig. 1~c!, introducing the four mo-
mentap6 1

2q andp86 1
2q. Note the bottom line that travels in

the opposite direction since it represents the complex conju-
gate of the displacement vector, so that the law of momen-
tum conservation is obeyed, as required by translational sym-
metry. At times longer than the mean free time, the four-rank
tensorL is dominated by its second-rank eigenfunctionSi j

that corresponds to the eigenvalue closest to zero. This ei-
genvalue is given by2Dq211/ta with D the diffusion con-
stant andta allowing for some small dissipation.~See Refs.
1 and 31 for more technical detail.! We get for the vertexL in
the momentum representation,

Li jkl ,pp8~ t,q!→e2Dq2t2t/taSi j ~p,q!Slk* ~p8,q!. ~7!

The symmetric form of the vertex, which is invariant with
respect to interchanging the source and the detector, is a
manifestation of the reciprocity principle. The tensor
Si j (p,q) determines the polarization of the diffuse field
propagating in the directionp, and fixes the elastic Stokes
parameters completely.22,23 It is given by31

Si j ~p,q!5Gi j ~p1 1
2q!2Gji* ~p2 1

2q! ~8!

in terms of the elastic Green’s tensor defined in Eq.~4!, the
asterisk denoting the complex conjugate.32

For our purposes we need the real space formulation,
which can be obtained by the Fourier transformation,

Li jkl ~ t,r1 ,r2→r3 ,r4!

5E dp

~2p!3 E dp8

~2p!3 E dq

~2p!3

3ei ~p1q/2!•r1e2 i ~p2q/2!•r2e2 i ~p81q/2!•r3

3ei ~p82q/2!•r4e2Dq2t2t/taSi j ~p,q!Slk* ~p8,q!

;
e2t/ta

~Dt !3/2E dp

~2p!3 E dp8

~2p!3 eip•r1

3e2 ip•r2e2 ip8•r3eip8•r4 Im Gi j ~p!Im Glk~p8!

5
e2t/ta

~Dt !3/2 Im Gi j ~r12r2!Im Glk~r42r3!. ~9!

FIG. 1. Diagrammatic representations of incoherent propagation of elastic
displacements~top!, and interference between time-reversed wave~middle!.
Crosses denote scatterers, a solid line denotes the Green’s function of the
elastic wave equation. Dashed lines connect identical scatterers. The bottom
diagram denotes the incoherent propagation in Fourier space.
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The approximation carried out in the second line holds for
large lapse times, where typicallyq'0. The factor
e2t/ha/(Dt)3/2 is reminiscent of a diffusion process in three
dimensions. In the rest of this paper we neglect absorption.
The vertexC can be easily constructed using the reciprocity
relation ~5!,

Ci jkl ~ t,r1 ,r2→r3 ,r4!

5
1

~Dt !3/2 Im Gil ~r12r4!Im Gjk~r22r3!. ~10!

This tensor describes the displacement correlation function
^uk(r3)ul* (r4)& which is due to constructive interference, for
an arbitrary source. It is nonzero only near the source~r1

'r4 and r3'r2!. This analysis confirms the conclusion,
which was reached previously for acoustic waves, that the
line profile C/L around the source isindependentof time.24

The characteristic length in the line profile ImGil(x) is typi-
cally the wavelength of compressional or shear waves, i.e., in
the near field the phenomenon of coherent backscattering is
diffraction limited. For a given distancex from the source,
the relative enhancement factorC/L is highly dependent on
frequency, typically proportional to sin2(vx/a)/x2v2. This
specific near-field feature may facilitate its observation.

In the following sectionsLkl and Ckl are, respectively,
the incoherent and coherent contribution to the displacement

correlation function^ukul* & as measured at or near the
source.

B. Enhancement of kinetic energy

Seismic studies address the three components of the dis-
placement fieldu(t). Let us assume that the detection pro-
cess produces the correlation functions^uk(r ,t)ul* (r ,t)& be-
tween two displacement vectors at the same point. Fork5 l
this is the kinetic elastic energy density, proportional to
v2u2. For the source described in Eq.~3!, incoherent and
coherent contributions tôukul* & at the detector may be ob-
tained from Eqs.~9! and ~10!, respectively, by carrying out
the spatial differentiation,

Lkl~v,r s ,rd!;
2v2

~Dt !3/2 Im Gkl~v,0!

3Mni~v!Mm j~v!]m]n

3Im Gi j ~v,x50!,
~11!

Ckl~v,r s ,rd!;
v2

~Dt !3/2Mmi~v!Mn j~v!

3]m Im Gil ~v,x!]n Im Gjk~v,x!.

FIG. 2. Enhancement profiles as a
function of the distance from the
source, in units of the shear wave
length, for an infinite Poissonian me-
dium. ~a! The enhancement of the po-
tential energy for an explosion~solid!
and a dislocation~dashed!. ~b! En-
hancement profile for the kinetic en-
ergy near an explosion.~c! and~d! En-
hancement profiles for the kinetic
energy between and along the seismic
axes of a dislocation source.
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As usual, the implicit summation over the repeating indices
is assumed, andx5rd2r s denotes this distance. The inco-
herent backgroundLkl is independent of the distance of the
source. Explicitly, we have

Lkl~v,t !5dkl

v6

48p2~Dt !3/2 S 1

a3 1
2

b3D F S 1

a52
1

b5D
3

2 TrM21~Tr M !2

15
1

1

3b5 Tr M2G . ~12!

The factordkl implies that the orthogonal displacements are
decorrelated by high orders in multiple scattering. Fora
.b, true for a Poissonian solid, the incoherent background
is dominated by shear waves, that is theb terms in Eq.~12!.

The coherent backgroundCkl decays as an oscillating
power law away from the source. Somewhat surprisingly, we
find that Ck5 l(x50)50, that is at the source we have a
destructiveinterference. This is not a violation of the reci-
procity principle, since the different operations performed by
the source@this operation is specified in Eq.~3! and involves
a spatial derivative# and the detector~the detector is sup-
posed to measure the displacement itself, and thus no spatial
derivative is involved! break their mutual symmetry.

We proceed by considering the coherent enhancement of
kinetic energy cone in two special cases.

1. Explosion

An isotropic explosion is characterized by a seismic mo-
ment tensorMi j 5M (v)d i j . Using Eq.~11! we find

Ckl~v,x,t !5 r̂ kr̂ l

M ~v!2v6

16p2~Dt !3/2a8 j 1
2S vx

a D ,

~13!

Lkl~v,x,t !5dkl

M ~v!2v6

48p2~Dt !3/2a5 S 1

a3 1
2

b3D .

The coherent profile vanishes atx50, i.e., at the source, and
has its first maxima on a shell atx' 1

3lP away from the
source. Only radial, longitudinalP waves contribute to the
coherent background whereas the incoherent background is
dominated by shear waves. This lowers the maximal en-
hancement factor of the total kinetic energy to only
0.1(b/a)3'0.017. Figure 2~b! shows the line profile for the
kinetic energy around an explosion. Therefore, an observa-
tion of enhanced backscattering of kinetic energy, with an
explosion source, is rather unlikely; these measurements will
be dominated by statistical fluctuations.

2. Dislocation

A dislocation source may be defined by a slip vector
along thex axis and a plane normal to thez axis.27 It offers a
generally accepted model for an earthquake. Its seismic mo-
ment tensor isMi j 5M (v)( x̂i ŷ j1 ŷi x̂ j ). The xyz frame de-
fines the azimuthal anglef in the nodal plane and the poloi-
dal angleu in the usual way. Starting with Eq.~11!, a long
but straightforward calculation givesCkk and Lkk ~summed
over all componentsk! near the source, as

Ckk~v,x,t !5
M ~v!2v4 sin2 u

16p2~Dt !3/2b8 @S1~v,x!2 sin2 u sin2 2f

1S2~v,x!2~12sin2 u sin2 2f!#,
~14!

Lkk~v,x,t !5
M ~v!2v4

16p2~Dt !3/2 S 1

a3 1
2

b3D S 2

15a5 1
8

15b5D
with the two line-shape functions,

S1~v,x!52
9

ys
4 @ys cosys2sinys2yp cosyp1sinyp#

1
4

ys
2 S b

a D 2

sinyp2
3

ys
2 sinys

2
1

ys
S b

a D 3

cosyp ,

~15!

S2~v,x!51
6

ys
4 @ys cosys2sinys2yp cosyp1sinyp#

2
2

ys
2 S b

a D 2

sinyp1
3

ys
2 sinys2

1

ys
cosys ,

given in terms of the dimensionless distancesys[vx/b and
yp[vx/a.

Part of the double-couple structure of the source may be
recognized from the angular dependence of the line profiles,
which are different along and between the two seismic axes
of the dislocation~i.e., the two axes in its nodal plane with
respect to which the seismic moment tensor is diagonal!, and
vanish perpendicular (u50) to the nodal plane. The two top
figures in Fig. 3 show two different views of the enhance-
ment of kinetic energy in the seismic plane (u5p/2). Four
major maxima may be recognized between the seismic axes.
Despite the fact that both coherent and incoherent radiation
are dominated by shear waves, the enhancement factor still
does not exceed 10%, and vanishes at the source@see Fig.
2~d!#.

C. Enhancement of potential energy

The potential energy density of an elastic plane waveu
in an infinite medium is proportional toa2(div u)2

1b2(rotu)2. The first term represents the energy of the lon-
gitudinalP waves and the second, of the transverseSwaves.
In this section we will calculate the coherent enhancement
profiles of both terms.

1. Enhancement of compressional energy

The compressional energy is proportional toa2(div u)2.
Its coherent enhancement near a source with the seismic mo-
ment tensorMi j (v) may be calculated from the vertex
Ci jkl (t,r1 ,r2→r3 ,r4) given in Eq.~10!, as follows:
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Cp5a2Mni~v!Mm j~v!]n
~1!]m

~2!]k
~3!] l

~4!Ci jkl ~ t,r1 ,r2→r3 ,r4!

5
1

~Dt !3/2Mni~v!Mm j~v!]n] l Im Gil ~v,x!]m]k

3Im Gjk~v,x!

5
v6

16p2~Dt !3/2a8 F j 2~yp!x̂"M ~v!"x̂2
j 1~yp!

yp
Tr M ~v!G2

.

~16!

We recall thatyp5vx/a. Similarly, the incoherent back-
groundL becomes

Lp~v,x,t !5
v6

16p2~Dt !3/2a3 F S 1

a52
1

b5D
3

2 Tr M21~Tr M !2

15
1

1

3b5 Tr M2G . ~17!

For an isotropic explosionMi j 5M (v)d i j the enhancement
ratio simplifies to

Cp

LP
5 j 0~yp!2. ~18!

This result is exactly the same as for an acoustic medium and
a monopole source,24 including the factor of 2 enhancement
over the background. When measuring the compressional en-
ergy, the symmetry between the explosion source and detec-
tor is restored, so that the reciprocity principle applies again
@see Fig. 2~a!#.

For a dislocation source TrM50 the enhancement of
compressional energy becomes

CP

LP
'

15

16S b

a D 5

sin4 u sin2 2f j 2~yp!2, ~19!

where the azimuthal anglef is defined in the seismic plane.
The operation of measuring the compressional energy~i.e.,
(div u)2! yields a very small value when applied to the
double-couple source. This is due to the fact that the dislo-
cation sources release most of their energy as shear waves.
Hence, the source and detector are highly ‘‘orthogonal’’~in a
sense that will be made explicit in Sec. IV! so that the en-
hancement vanishes rapidly~as x4! near the source. The
small factor (b/a)5 in Eq. ~19! expresses the efficientP–S
mode conversion, which seriously hampers the enhancement
of compressional energy near a dislocation source.

2. Enhancement of shear energy

The operation of measuring the shear energy is
b2e i jke inl] juk]nul* , with e i jk the antisymmetric Levi-
Cevitta tensor. Together with the operation carried out by the
source, coherent and incoherent contributions to the shear
energy at the detector become, respectively,

CS5b2Mni~v!Mm j~v!epqkeprl]q
~3!] r

~4!]n
~1!]m

~2!

3Ci jkl ~ t,r1 ,r2→r3 ,r4!

5
v6

16p2~Dt !3/2b8 j 2~ys!
2ux̂Ã@M ~v!"x̂#u2,

~20!

LS5
v6

8p2~Dt !3/2b3 F S 1

a52
1

b5D 2 TrM21~Tr M !2

15

1
1

3b5 Tr M2G .
Not unexpectedly for an explosion the coherent enhancement
vanishes entirely. For a dislocation source it vanishes only
near the source~as x4!. The enhancement of shear energy
does not suffer from mode conversions but is only 0.09 at the
first maximum located at 1/2ls on the seismic axis@see Fig.
2~a!#. In Fig. 3 ~bottom! we display the enhancement factor
of the total potential energyS1P in the seismic plane which,
in a Poissonian elastic medium, is largely dominated by the
shear energy.

IV. RECOVERING THE FACTOR OF 2

In most cases that we have studied, the enhancement
factor vanishes exactly at the source. Our explanation is that
the operation carried out at the detector has a symmetry
which is different to the source.

To clarify this point, we investigate if there exists a mea-
surement of the typeNn j]nuj that restores the factor of 2
familiar from the optical and acoustic studies. In view of Eq.
~3!, the choice ofN5M , i.e., an operation equal to the seis-
mic moment tensor of the source, seems to be a good candi-
date, since it restores the symmetry between source and de-
tector. The second point that we have to establish is
uniqueness of this choice.

FIG. 3. Enhancement profiles of kinetic energy~top! and potential energy
~bottom! in the seismic plane of a dislocation, from two different views.
Distance is in units of the shear wavelength. The white axes denote the two
seismic axes.
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Upon measuringNn j]nuj , the coherent enhancement
becomes

C5MniMm jNpkNql]n
~1!]m

~2!]p
~3!]q

~4!Ci jkl ~ t,r1 ,r2→r3 ,r4!

5
1

~Dt !3/23~MniNql]n]q Im Gil ~x!!2. ~21a!

For the incoherent background the same operation yields

L5
1

~Dt !3/2MniMm j]n]m Im Gi j ~x50!

3NpkNql]p]q Im Gkl~x50!. ~21b!

From Eq. ~21! we conclude that ifM5N then C(x50)
5L. This confirms our conjecture that the enhancement fac-
tor is fully restored if the detector carries out exactly the
same operation as the source. The uniqueness of this choice
for a dislocation source among all possible choices ofN with
a vanishing trace may be readily demonstrated. Using the
Green’s tensor~4! for an homogeneous isotropic elastic me-
dium and Eq.~21!, the enhancement factor becomes

C~x50!

L
5

~Tr M "N!2

Tr M2 Tr N2 . ~22!

The Cauchy inequality implies thatC(0)/L<1, with the
equality holdingif and only ifM5N. This conclusion allows
us to recover the seismic moment tensor by optimizing the
enhancement near the source. Equation~22! also shows ex-
plicitly that the orthogonality of operations at source and
detector leads to vanishing enhancement at the source.

Our final task is to calculate the line profile correspond-
ing to the ideal choice. The scalar function
MniMm j]n]mGi j (x) for a general seismic moment tensor is
presented in the Appendix. In Fig. 4 we show the restored
line profile for a dislocation source, and compare it to the
enhancement factor~18! which has been calculated for an
explosion. Near the source they look very similar, but the

‘‘restored’’ profile is still anisotropic, with four significant
secondary maxima atx50.7ls in between the seismic axes
of the nodal plane.

V. CONCLUSION

We have calculated the spatial line profiles of the coher-
ent enhancement factors of various elastic energies near the
source. We have emphasized the seismic aspects of this elas-
tic problem, in particular the specificity of the near-field de-
tection. The first consequence of the near-field detection is
the typical decay distance of the enhancement, which equals
the elastic wavelength~s! and not the mean free path, as for
the far-field detection. Second, the near field has a huge im-
pact on the precise line profiles of the different measurable
elastic energies. The operation performed at the detector
~measuring kinetic energy, potential energy, etc.! as well as
the precise symmetry of the source al play a crucial role. We
have shown thatone uniqueoperation carried out at the de-
tector shows the maximal possible enhancement of two. The
enhancement of kinetic and potential energy vanishes at the
source and does not exceed 10%. It is also hampered by
mode conversions in multiple scattering. Only for an explo-
sion source and a measurement of compressional energy is
an enhancement of two is expected.
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APPENDIX: LINE PROFILE OF RESTORED
ENHANCEMENT

The restored line profile is given by Eq.~21a!, in which
figures the scalar functionMniMn j]n]m Im Gij(x), which we
state here without derivation for the case of a pure disloca-
tion that obeys TrM50. Using the notationys5vx/b, yp

5vx/a, andR5a/b,

FIG. 4. Restoration of enhanced back-
scattering by carrying out exactly the
same operation at the detector as at the
dislocation source. Dashed line de-
notes the line profile for an acoustic
source in an infinite medium. Distance
is in units of the shear wavelength.
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Laser ultrasonics is used to optically excite and detect acoustic waves at the interface between a
liquid and a solid or coated solid. Several case studies show that this technique is feasible to
investigate experimentally the theoretically predicted fundamental properties of different aspects of
interface waves at liquid–solid interfaces and to characterize the elastic properties of soft solids. The
theoretical prediction that the leaky Rayleigh~LR!-type root of the characteristic determinant
becomes forbidden when the shear velocity of the solid lies below the bulk velocity of the liquid was
experimentally confirmed. The depth profiling and nondestructive testing potential of Scholte waves
was experimentally illustrated and explained by the properties of the wave displacement profile.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1396333#
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I. INTRODUCTION

Interface acoustic waves between a solid material and a
liquid have been the subject of numerous studies, both
theoretically1–7 and experimentally.8–11 Depending on the
configuration used, two kinds of interface waves may propa-
gate on a plane solid–liquid interface: the leaky Rayleigh
wave and the Scholte wave~also called ‘‘Stoneley wave’’ or
‘‘Scholte–Stoneley wave’’!. Both types of wave are of con-
siderable interest in seismology, engineering, and nonde-
structive testing~NDT!. Recently, it has been suggested12

that both wave types always exist, for any combination of
solid and liquid.

Two situations can be distinguished. A ‘‘hard solid–
fluid’’ configuration refers to a fluid velocityvL2 smaller than
the shear velocityvT1 of the solid material (vL2,vT1

,vL1 , indices 1 for solid, 2 for liquid,L for longitudinal,
andT for transverse!. For this case, it is well established that
the leaky Rayleigh wave propagates with a velocity slightly
lower thanvT and is attenuated because of energy radiation
into the liquid. The Scholte wave velocity is lower than the
liquid velocity and, when neglecting the viscoelasticity of
both liquid and solid, travels unattenuated.

For a ‘‘soft solid–fluid’’ interface, the solid shear veloc-
ity is smaller than the liquid velocity (vT1,vL2,vL1), as is
the case in configurations like Plexiglas–water and PVC
~polyvinyl chloride!–water. We will further present an analy-
sis of the Scholte determinant for a configuration Plexiglas/

water, which reveals that the Rayleigh-type root is not a
physical solution. This yields an exception to the statement
in Ref. 12 that the leaky Rayleigh wave always exists.

In this paper we give an overview of theoretical aspects
of leaky Rayleigh and Scholte waves at different solid–
liquid interfaces and confirm the calculations with experi-
mental evidence. Equations for the displacements caused by
the interface waves in the solid and the liquid are deduced in
Sec. II. In Secs. III and IV, the interface wave displacements
are calculated for a configuration of glass–water and
Plexiglas–water, respectively, and the theoretical results are
compared with experimental signals.

The use of Scholte wave data for the characterization of
material parameters is a well-established technique in seis-
mology for the characterization of sediments.13 In particular,
the shear wave velocity of the sediment bottom can be accu-
rately determined by applying inversion techniques to the
Scholte determinant. This inversion is only possible if the
Scholte wave velocity is strongly linked to the shear wave
velocity,11 which requires that the substrate is sufficiently
‘‘soft’’ compared to the liquid. This is discussed in Sec. V.
The possibility of using Scholte wave dispersion for coating
characterization is illustrated in Sec. VI.

II. THE SCHOLTE EQUATION

For the derivation of the Scholte determinant and the
calculation of acoustic displacements and stresses in layers
or half-spaces, it is usual to introduce potentials~see, e.g.,
Ref. 1!. Alternatively, one can use the Laplace formalism.2a!On leave at Massachusetts Institute of Technology, Cambridge, MA 02139.
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Here, we use an intermediate approach. The configuration
under investigation is depicted in Fig. 1. Two elastic half-
spacesy.0 ~solid, index ‘‘1’’! andy,0 ~liquid, index ‘‘2’’ !
are separated by a plane interface (x–z plane!. We assume
no z dependence in any of the quantities and neglect viscos-
ity. The Scholte wave at the boundary between a viscoelastic
solid and an ideal fluid, modeling, e.g., a water–sediment
interface has been studied extensively by
Favretto-Anre`s.10,11,14 The most significant effect of vis-
coelasticity in the solid is the dispersion of the Scholte wave
in the lower-frequency region~below 1 MHz for Plexiglas!,
which is of minor importance for our experiments~between
5 and 50 MHz!. Under these assumptions, the displacement
in the x- andy direction can be written in general as1

ux5~Lx exp@6~2pLy!#1Tx exp@6~2pTy!# !

3exp~ ivt2 iqx!,
~1!

uy5~Ly exp@6~2pLy!#1Ty exp@6~2pTy!# !

3exp~ ivt2 iqx!,

with the upper sign for the solid and the lower sign for the
liquid, Tx , Ty , Lx , Ly coefficients to be determined from the
boundary conditions andTx25Ty250 in the liquid. Further-
more, it can be shown that~see, e.g., Ref. 2!

pL,T5Aq22qL,T
2 , with qL,T5

v

vL,T

. ~2!

The stressess are given by2

syx~y!

r1vT
2

5S ]ux

]y
1

]uy

]x
D ,

~3!
syy~y!

r1vL1
2

5S ]uy

]y
1F vL1

2 22vT1
2

vL1
2 G]ux

]x
D .

This leads to

syx~y!

r1vT
2

5~7pLLx exp~6~2pLy!!

7pTTx exp~6~2pTy!!2 iqLy exp~6~2pLy!!

2 iqTy exp~6~2pTy!!!exp~ ivt2 iqx!,
~4!

syy~y!

r1vL1
2

5S7pLLy exp~6~2pLy!!

7pTTy exp~6~2pTy!!2 iqF vL1
2 22vT1

2

vL1
2 GLx

3exp~6~2pLy!!2 iqF vL1
2 22vT1

2

vL1
2 GTx

3exp~6~2pTy!! Dexp~ ivt2 iqx!.

The equations of motion are given by~propagating waves,
no source!2

S ]2

]t2
2vL

2 ]2

]x2
2vT

2 ]2

]y2D ux2~vL
22vT

2!
]2

]x]y
uy50,

~5!

2~vL
22vT

2!
]2

]x]y
ux1S ]2

]t2
2vT

2 ]2

]x2
2vL

2 ]2

]y2D uy50.

Inserting thex- and t-dependence for a harmonic interface
wave yields

S 2v21vL
2q22vT

2 ]2

]y2D ux1 iq~vL
22vT

2!
]

]y
uy50,

~6!

iq~vL
22vT

2!
]

]y
ux1S 2v21vT

2q22vL
2 ]2

]y2D uy50,

which, applied to the solid at the interface, results in

@~vL1
2 2vT1

2 !pL1
2 #Lx1~vL1

2 pL1
2 2vT1

2 pT1
2 !Tx1

2pL1iq~vL1
2 2vT1

2 !Ly12pT1iq~vL1
2 2vT1

2 !Ty150,
~7!

2pL1iq~vL1
2 2vT1

2 !Lx12pT1iq~vL1
2 2vT1

2 !Tx1

1~vT1
2 pT1

2 2vL1
2 pL1

2 !Ly11@~vT1
2 2vL1

2 !pT1
2 #Ty150.

Two continuity conditions for stress, one continuity con-
dition for the normal displacement at the liquid solid, and
one kinematic condition~equation of motion! for the liquid
render four extra equations in the six unknownsLx,y,1,2 and
Tx,y,1

sxy1~y50!50,

syy,1~y50!5syy,2~y50!,
~8!

uy,1~y50!5uy,2~y50!,

pL2syy,252r2v2uy,2 .

After elimination of the liquid unknowns, a 434 set of equa-
tions in Lx,y,1 andTx,y,1 is obtained

A•S Lx1

Tx1

Ly1

Ty1

D 50 ~9!

with

FIG. 1. Configuration used for the calculations. The waves are running in
the positivex direction.
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A5F pL1
2 q2 2pL1iq 2pT1iq

pL1iq pT1iq q2 pT1
2

pL1 pT1 iq iq

iq~vL1
2 22vT1

2 ! iq~vL1
2 22vT1

2 ! vL1
2 pL12

r2v2

r1pL2

vL1
2 pT12

r2v2

r1pL2

G . ~10!

From Eqs.~9! and ~10!, solutions for propagating waves for
the Scholte and leaky Rayleigh mode can be explicitly cal-
culated, but solutions exist only if the~Scholte! determinant
is zero, resulting in a condition for the Scholte and leaky
Rayleigh rootsq(v). The resulting dependence between the
four equations allows elimination of one equation. To find
propagating wave solutions, we can fixLx1 to a nonzero
arbitrary value. We can obtain the solution for the three other
constantsTx1 , Ly1 , andTy1 by solving

Ared•S Tx1

Ly1

Ty1

D 52Lx1•S pL1
2

pL1iq
pL1

D . ~11!

The liquid displacement constants can be found by

Ly25~Ly11Ty1!, ~12!

Lx252
iq

pL2

Ly252
iq

pL2

~Ly11Ty1!. ~13!

Inserting these constants in Eqs.~1! and ~4! gives the dis-
placement and stress profiles in the solid and in the liquid.
The phase velocities of these solutions are found by solving
the characteristic Scholte determinant equationDS50 using
Eq. ~10!. Care should be taken in choosing the signs of the
square roots of the wave numbers defined in Eq.~2!. In prin-
ciple, all roots are allowed, i.e.,6pL2 , 6pL1 , 6pT1 , giv-
ing eight possible choices~or, in the formalism of Ref. 12,
eight Riemann sheets!. Symmetry of the determinant reduces
it to four. When finding a root, attention should be paid to

whether the root is physical, by checking whether or not the
corresponding wave is divergent.2

III. THE ‘‘HARD SOLID–FLUID’’ INTERFACE

The equations of Sec. II allow the calculation of the
dispersion curve and the displacements in the solid and the
liquid. First we consider a ‘‘hard solid–fluid’’ configuration
~i.e., velocitiesvL2,vT1,vL1), e.g., glass–water. We have
simulated the wave profiles for this case, withr2

51000 kg m23 and vL251500 m s21 for water, andr1

52500 kg m23 and vL155712 m s21 and vT153356 for
glass. The root of the Scholte determinant at 1496.1 m s21

corresponds to the Scholte wave, whose normal displace-
ment profileuy(y) is shown in the solid and in the liquid in
Fig. 2. The Scholte wave travels unattenuated along thex
axis and has an exponential decay in they direction, both in
the solid and in the liquid. Comparing the decay in the solid
and the liquid, it is clear that almost all Scholte wave energy
is localized in the liquid and the Scholte wave nearly be-
haves as a plane bulk wave~weak localization, velocity only
slightly lower than bulk velocity! traveling in the liquid
along the interface. This situation is typical when the solid is
much harder than the liquid~see, e.g., Ref. 9! and renders
solid characterization difficult. This will be discussed in fur-
ther detail in Sec. V.

The leaky Rayleigh wave was found at a velocity of
(30911109i ) m s21 ~with i the imaginary unit!. The leak-
age of the wave energy in the liquid causes attenuation along
the propagation direction~the x direction!. In the solid~Fig.

FIG. 2. Instantaneous distribution of the normal displacement componentuy

for the Scholte wave~10 MHz! in the solid and in the liquid for a configu-
ration of glass/water (v51496.1 m s21!.

FIG. 3. Instantaneous distribution of the normal displacement componentuy

for the leaky Rayleigh wave~10 MHz! in the solid and in the liquid for a
configuration of glass/water@v5(30911109i ) m s21#. The Rayleigh wave
is damped due to energy leakage into the liquid, under the Rayleigh angle
~64° with respect to the interface!.
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3, y.0) the decay along they axis is clear. Figure 3 shows
clearly that energy of the leaky Rayleigh wave is radiated
under the form of a longitudinal wave in the liquid propagat-
ing under the Rayleigh angle direction~64° with respect to
the interface!. In the figure, there is an apparent divergence
of the uy amplitude along they axis. However, along the
propagation direction, i.e., under the Rayleigh angle, the am-
plitude stays perfectly constant.

Several methods exist to excite both leaky Rayleigh and
Scholte waves. See, e.g., Ref. 11 and references therein. We
have used laser-induced thermoelastic excitation. This
method has shown to be very efficient in generating both
leaky Rayleigh15–17 and Scholte waves.17,18 In our experi-
ment, a pulsed~8-ns! Nd:YAG laser beam was focused onto
a line ~width approximately 30mm! at the interface between
the transparent solid and the liquid~which was colored by a
colorant to absorb the laser energy!. The absorption causes a
strong thermal expansion, which in turn launches interface
waves propagating along the interface. The displacements
were detected optically, monitoring the deflection of a
He–Ne probe beam. With this detection method, the spatial
derivative duy /dx of the normal displacement component
was measured. The sensitivity of the instrument was about
110-V photodetector signal per radian. The experimental
setup has been described in detail elsewhere~see, e.g., Refs.
17 and 18!. The detected signals were broadband~approxi-
mately 50-MHz bandwidth! and the frequency was only lim-
ited by the focus of the pump beam. During the experiment,
the probe beam position was fixed and the pump–probe dis-
tance was varied by moving the pump beam. From a spectral
analysis of the interface waves for different pump–probe dis-
tances, the phase velocity of the signals could be calculated.

Experimentally observed Scholte and leaky Rayleigh
waves for the configuration of glass/water are shown in Fig.
4, over a propagation distance of 5 mm. From the time sig-
nals, clearly the leaky Rayleigh wave arrival~dashed line!
and Scholte wave arrival~full line! can be distinguished.

Also, strong attenuation of the leaky Rayleigh wave is vis-
ible, in contrast with a weak attenuation for the Scholte
wave. Theoretically, the Scholte wave is undamped~the
wave number is real!. However, the experimentally observed
damping is due to a combination of nonlinearity~Mach num-
ber up to 0.01! and viscosity.19 The bipolarity of the signals
is typical for a deflection setup. In order to obtain the normal
displacementuy , the signals should be integrated. The ve-
locities found from the zero-crossing point of the different
time signals were~148862! m s21 for the Scholte wave sig-
nal ~full line in Fig. 4! and @(3091612)1(110
630)i # m s21 for the leaky Rayleigh wave signal~dashed
line in Fig. 4!. Together with our experimental value for the
longitudinal velocity~5712640! m s21 of the glass substrate
~determined by a pulse-echo transducer measurement!, by
doing a zero search of the equationDS(vT1)50, we could
determine the transverse velocityvT15(3356615) m s21

and the Poisson ratio of 0.2360.01 of the glass substrate.
Fourier analysis of the time signals revealed no dispersion in
either Scholte or leaky Rayleigh waves in the experimentally
accessible frequency range, confirming theory. Using the ex-
perimentally determined values for the glass substrate, we
calculated for the imaginary part of the leaky Rayleigh wave
velocity 109 m s21, which corresponds well with the experi-
mentally observed value of~110630! m s21.

IV. THE ‘‘SOFT SOLID–FLUID’’ CASE

For a ‘‘soft solid–fluid’’ configuration~i.e., vT1,vL2

,vT1), the picture changes. We have done calculations for a
configuration of Plexiglas–water. The bulk parameters used
for Plexiglas were 1190 kg m23 for the density, 2692 m s21

for the longitudinal velocity, and 1407 m s21 for the trans-
versal velocity. The calculation unambiguously predicts a
Scholte wave with a velocity of 1067 m s21. The behavior of
the Scholte wave is shown in Fig. 5. Compared to the
Scholte wave in the hard solid–fluid configuration~Fig. 2!,
the Plexiglas–water Scholte wave is localized much closer to
the interface. A second root in the Scholte determinant was
found at 1381 m s21. However, the plot of the amplitude

FIG. 4. Measured time traces of deflection signals detected at the interface
between water and glass, for pump–probe distances varying between 1 and
6 mm ~in steps of 0.5 mm; traces are shown with an increasing offset for
increasing pump–probe distance!. The full line denotes the time of arrival of
the Scholte wave signal@~148862! m s21#, the dashed line refers to the
leaky Rayleigh wave signal@~3091612! m s21#, and the dotted line to the
bulk wave in the glass. The deflection signals are bipolar, as they correspond
to the tangential derivative of the~monopolar! normal displacement.

FIG. 5. Instantaneous distribution of the normal displacement componentuy

for the Scholte wave~10 MHz! in the solid and in the liquid for a configu-
ration of Plexiglas/water (v51067 m s21).
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dependence of theuy component in the solid reveals a diver-
gence. Since the root has no imaginary~leaking! part, this
solution has to be rejected. This root has been incorrectly
identified as the leaky Rayleigh wave in Ref. 12. Though its
identification remains difficult, it is possible that the wave
observed in Ref. 12 was a transverse lateral wave, which had
been mode converted at the~solid–air!–~solid–liquid! tran-
sition from a Rayleigh wave incident at the liquid–air bound-
ary in their configuration.

Figure 6~a! shows time traces of experimentally detected
deflection signals in this soft solid–fluid configuration
Plexiglas/water, for pump–probe distances varying over 5
mm. The Scholte wave arrival time is denoted by the full line
and the Scholte wave velocity was found at~1067612!
m s21. From this value for the Scholte wave velocity, from
the longitudinal wave velocity of water~1500 m s21!, and

from the longitudinal wave velocity of Plexiglas~2692640!
m s21 ~determined by a pulse-echo transducer measurement!,
we found a corresponding value of~1407610! m s21 for the
shear velocity of the Plexiglas substrate and a value of 0.31
60.01 for the Poisson ratio. A slight decay can be observed
in the Scholte time signals, which is mainly due to the vis-
coelasticity of the Plexiglas material and nonlinear and vis-
cous effects, which were not included in the theoretical
model of Sec. II. The fast wave arrival in Fig. 6~a! ~and in
Fig. 4! corresponds to a bulk wave in Plexiglas which is also
excited by the pump beam, and which generates a signal due
to stress-induced refractive index changes in the region
where the bulk wave crosses the optical path of the probe
beam. No wave with a phase velocity of 1381 m s21 ~as
predicted in Ref. 12! is observed.

In order to investigate in more detail the forbidden leaky
Rayleigh-type root, we have investigated the existence of
waves versus the composition of water–methanol mixtures at
the interface with Plexiglas. The forbidden character of the
leaky Rayleigh root for Plexiglas–water is related to the
acoustic velocity of water~1500 m s21! exceeding the trans-
verse velocity of Plexiglas~1407 m s21!. This is not the case
for Plexiglas–pure methanol (rL25790 kg m23 and vL2

51115 m s21). Thus, with increasing methanol concentra-
tion there should be a transition between the forbidden (v
,vL2 , towards pure water! and allowed (v.vL2 , towards
pure methanol! regime. This is confirmed by the experiment.
In Fig. 6~b!, experimentally detected time signals are shown
for Plexiglas loaded with pure methanol. A leaky Rayleigh
wave can be observed with a propagation velocity~1377
645! m s21, apart from the Scholte wave, which has a ve-
locity of ~101161! m s21. Together with the longitudinal ve-
locity of Plexiglas @vL15(2692640) m s21#, and the
methanol density and bulk velocity @vL25(1115
65) m s21, determined by a pulse-echo transducer mea-
surement#, this corresponds to@by solving the equation
DS(vT1)50] a transverse Plexiglas velocityvT15(1421
615) m s21) from the Scholte wave velocity and tovT1

5(1352650) m s21 from the leaky Rayleigh wave propa-
gation velocity. The respective Poisson ratios are 0.307
60.004 and 0.33160.016. These results are consistent with
the value obtained before from the Scholte wave velocity at
the Plexiglas–water interface@vT15(1407610) m s21,
Poisson ratio 0.3160.01].

When the concentration of water is increased, the acous-
tic velocity of the methanol/water gradually increases. Dif-
ferent mixtures were made and the acoustic bulk velocities
were measured with a time-of-arrival experiment using a
conventional ultrasonic transducer~see Fig. 7!. For an ex-
tended set of molar fractions of the mixture~see inset of Fig.
7!, the roots of the Scholte determinant were calculated. Ex-
perimentally determined velocities~by linear regression of
the times of arrival of the zero-crossing point of the signals
vs pump–probe distance! are given in full symbols~triangles
and circles!. While for methanol concentrations above 80%
the leaky Rayleigh wave is observed, below 80% the ob-
served wave has a velocity which corresponds with the lon-
gitudinal velocity of the liquid, rather than with the velocity
corresponding to the forbidden root. Interestingly, the calcu-

FIG. 6. ~a! Experimental deflection signals detected at the interface between
water and Plexiglas, for the pump–probe distance varying between 0.84 and
5.84 mm~in steps of 0.5 mm!. The full line denotes the time of arrival of the
Scholte wave signal@~106762! m s21#. The dotted line corresponds to a
bulk wave arrival. No wave with velocity around 1381 m s21 is observed.
~b! Measured time signals at the interface between Plexiglas and methanol,
for a pump–probe distance varying between 0.90 and 2.40 mm~in steps of
0.5 mm!. The dashed line denotes the time of arrival of the leaky Rayleigh
wave signal@~1377645! m s21#. The dotted line corresponds to a bulk wave
arrival and the full line with the arrival of the Scholte wave@~101161!
m s21#.
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lations reveal that with decreasing methanol concentration,
the leaky Rayleigh root evolves to a slightly damped high-
velocity mode with a peculiar character. An illustration of the
normal displacement component of this mode at a methanol
concentration of 67% is given in Fig. 8. This mode is not
observed experimentally below 80% methanol concentration.
Above 80% the experimental velocities lie close, but system-
atically a little bit below the theoretically predicted ones.
However, the small discrepancy could be due to experimen-
tal uncertainties caused by the overlap between the bulk
wave and the leaky Rayleigh mode. Or, there could be an
effective mixing of both kinds of waves. Figure 8 illustrates
that the high-velocity leaky Rayleigh wave solution exhibits
a very weak localization in the solid compared to ‘‘ordinary’’
leaky Rayleigh waves which may render this kind of wave
difficult to excite with our localized laser excitation.

V. SCHOLTE WAVE CHARACTERIZATION OF SOLIDS

As the Scholte wave is localized at the solid–liquid in-
terface, it potentially can yield information about the solid.
By inversion of the Scholte determinant, the Scholte wave
velocity is related to the shear velocity of the solid
material.11,13 Additionally, when introducing viscoelasticity
in the solid, the Scholte decay in they direction in the liquid
can yield additional information about the attenuation coef-
ficient in the solid. This was done in Ref. 13. Technologi-
cally, the interest in the Scholte wave for solid characteriza-
tion arises from the intrinsic absence of attenuation of the
Scholte wave, in contrast with the leaky Rayleigh wave.

It should be noted, however, that this inversion is only
possible in cases where the substrate is relatively ‘‘soft’’
compared with the liquid, because only in that case is there a
strong localization of the Scholte wave at the interface and
relatively much energy is localized in the solid, as shown in
the previous section~see Fig. 5!. In the other case, when the

FIG. 7. Calculated~lines! and experi-
mental~symbols! velocities as a func-
tion of methanol concentration in the
water/methanol mixture at the inter-
face with Plexiglas. Open squares de-
note the bulk velocities of the mixtures
measured with a piezoelectric trans-
ducer. From these velocities, and from
the densities shown in the inset, the
theoretical Scholte and leaky Rayleigh
velocities are calculated~full lines!.
Full circles denote the experimentally
observed Scholte wave velocity and
the full triangles denote the detected
bulk ~below 80% methanol concentra-
tion! or the leaky Rayleigh mixed with
the bulk wave~about 80% methanol
concentration!. Below 80%, the acous-
tic velocity of the mixture exceeds the
transverse velocity of Plexiglas and
the leaky Rayleigh wave evolves to a
high-velocity mode~dashed line!. The
dotted line corresponds to an unphysi-
cal root of the Scholte determinant,
identified in Ref. 12 as the leaky Ray-
leigh root.

FIG. 8. Instantaneous distribution of the normal displacement componentuy

for the interface wave~10 MHz! in the solid and in the liquid for a configu-
ration of Plexiglas loaded with a water/methanol mixture~67% of metha-
nol!. The wave has a velocity of (1616197i ) m s21.

FIG. 9. Scholte phase velocity as a function of the substrate Young’s modu-
lus, with Poisson’s ratio fixed ats50.35 and density at r1

51500 kg m23. The liquid used is water withvL251500 m/s andr2

51000 kg/m3.
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solid is hard compared to the liquid~the hard solid–fluid
configuration!, the inversion is no longer possible because
the Scholte wave contains almost no information about the
solid ~Fig. 2!. This is illustrated in Fig. 9, where the Scholte
wave velocity is plotted as a function of the substrate
Young’s modulus, with the Poison ratio of the polymer fixed
to be 0.35 and the density tor151500 kg m21 ~as a liquid,
we took water:r251000 kg m23 and vL251500 m s21).
As the solid becomes stiffer, the Scholte velocity saturates at
the liquid bulk velocity.

In order to verify this experimentally, we designed the
following experiment. A scratch of approximately 100-mm
width and depth was made in a piece of glass and a piece of
Plexiglas. The two solids were liquid loaded and surface
waves were excited. Detected signals can be seen in Fig.
10~a! for the glass/water configuration and in Fig. 10~b! for
the Plexiglas/water configuration. When increasing the
pump–probe distance, a point is reached where the pump is

passing the scratch. In the glass–water configuration we see
the signal is distorted when exciting on the scratch. However,
when further increasing the pump–probe distance, it is clear
that, though having passed the scratch, the Scholte wave ex-
periences almost no influence from the presence of the
scratch. In the Plexiglas case, however, the Scholte wave is
completely distorted after passing the scratch. From this, it
can be concluded that Scholte waves can be used for nonde-
structive material characterization, though only for soft ma-
terials.

VI. SCHOLTE DISPERSION IN THE LIQUID–COATED-
SUBSTRATE CONFIGURATION

As is the case for Rayleigh waves, the penetration depth
of Scholte waves is inversely proportional to the frequency,
offering the potential for characterization of coatings and for
depth profiling. This was illustrated experimentally by de
Billy et al.20 Moreover, the wide bandwidth of laser excita-
tion should allow investigating relatively thin layers. Figure
11 shows the experimental and fitted frequency dependence
of the Scholte wave velocity for a liquid/coated-substrate
configuration, in the case of a 3.5-mm polycarbonate coating,
which was softer than the glass substrate. The dispersion
spectrum was determined by performing a heterodyne dif-
fraction experiment21 at a selected series of acoustic wave-
lengths. At high frequencies, the Scholte wave is confined to
the soft coating and is slowed down. At low frequencies, the
Scholte wave decay depth increases and, since the substrate
is hard, the Scholte wave velocity lies very close to the ve-
locity of the longitudinal wave in the liquid. In order to find
the theoretical roots, the characteristic determinant had to be
constructed. This can be done analogously to the construc-
tion of the Scholte determinant in Sec. II, but a 737 deter-
minant is now obtained. The fit ofv(v) was performed by
minimizing the quadratic difference between the experimen-
tal dispersion curve and the calculated one. During the fit,
the film bulk properties~thicknessd, bulk longitudinal and

FIG. 10. ~a! Time traces of deflection signals of waves propagating at the
glass/water interface. Traces are shifted for convenience. From bottom to
top, pump–probe distances are 2.2, 2.6, 3.0, 3.4, 3.8, 4.2, 4.6, and 5.0 mm.
A scratch is located at pump–probe distance around 3.4 mm. The full line
denotes the time of arrival of the Scholte wave signal, the dashed line of the
leaky Rayleigh wave signal. The dotted line corresponds to a bulk wave
arrival. ~b! Waves propagating at the Plexiglas/water interface. Plots are
shifted for convenience. From bottom to top: pump–probe distances of 1.6,
2.0, 2.4, 2.8, 3.2, 3.6, 4.0, and 4.4 mm. A scratch is located at pump–probe
distance around 2.8 mm. The full line denotes the time of arrival of the
Scholte wave signal. The dotted line corresponds to a bulk wave arrival.

FIG. 11. Scholte velocity dispersion curve for a liquid~water! loaded soft
~polycarbonate! coating on hard substrate~glass!. The dotted curve is the
experimental dispersion spectrum. Fitting yields: thicknessd5(3.660.2)
mm, vLC5(1373650) m s21, and vTC5(950690) m s21. The full line
denotes the best-fitting dispersion curve. The dashed lines illustrate the er-
rors: vLC is perturbed to 1323 m s21 and 1423 m s21 ~long-dashed lines!,
vTC is perturbed to 860 m s21 and 1040 m s21 ~dotted lines!, and d is
perturbed to 3.4mm and 3.8mm ~dashed-dotted lines!.
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transversal velocities, respectively,vLC and vTC) were as-
sumed as varying fitting parameters, keeping constant the
substrate~glass, vL155712 m s21 and vT153356 m s21

and r152500 kg m23) and liquid ~water! parameters and
the density of the film (rC51180 kg m23). This three-
parameter fit allowed simultaneous determination of the
thickness d5(3.660.2) mm, longitudinal @vLC5(1373
650) m s21#, and transverse@vTC5(950690) m s21# ve-
locity of the polymer film. We determined the errors by ana-
lyzing the parameter dependence of the chi-squared function,
illustrated in Fig. 11. Possible degeneracy between different
fitting parameters was absent, illustrated by the different ef-
fect of perturbations on the respective parameters on the
shape of the dispersion curve. Because of the intrinsic ab-
sence of attenuation in the Scholte wave, this method of
coating characterization offers a valuable alternative to the
characterization by the~quasi!-Rayleigh wave~as was done
in Ref. 22! in cases where the liquid loading~and thus at-
tenuation of the Rayleigh-type wave! is unavoidable~e.g., in
seismic applications!. To obtain good fit results, it is neces-
sary to have sufficient dispersion in the frequency range
measured, which can only be fulfilled if the coating material
is soft compared to the liquid and the substrate material is
hard, or vice versa.

VII. CONCLUSION

We have used the efficient excitation and sensitive de-
tection characteristics of laser ultrasonics to investigate the
character of acoustic waves traveling along the interface be-
tween a liquid and a solid or coated solid. It was illustrated
that leaky Rayleigh and Scholte wave laser-ultrasonic spec-
troscopy is a suitable technique for the characterization of
soft solids and coated solids down to the micron scale. Pe-
culiar phenomena occurring when the liquid is supersonic
with respect to the shear velocity of the solid have been
investigated in detail theoretically and experimentally.
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An original method is presented to determine the complex Lamb wave spectrum by using a
numerical spectral method applied to the elasticity equations. This method presents the advantage to
directly determine complex wave numbers for a given frequency via a classical matricial eigenvalue
problem, and allows the wave numbers to be determined at relatively high frequencies~i.e.,
corresponding to many propagating modes!. It does not need initial guess values for the wave
numbers, contrary to the usual method of root finding of the Rayleigh–Lamb frequency equations
~dispersion relation! in the complex plane. Results are presented and the method is discussed.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1391248#

PACS numbers: 43.20.Jr, 43.20.Mv, 43.40.Dx, 02.70.Hm@DEC#

I. INTRODUCTION

Lamb waves are involved in the nondestructive testing
of plate structures because of their guided nature. The char-
acterization of flaws through the scattering of elastic waves
in such plates has received considerable attention in the past
20 years,1 but Lamb wave propagation in an inhomogeneous
medium has not been widely investigated.

A possible method for solving the problem of Lamb
wave propagation in a medium with geometrical or material
discontinuities is based on an eigenfunction expansion of the
displacement and the stress, where the considered eigenfunc-
tions are the Rayleigh–Lamb modes in an infinite plate. This
expansion is combined with a mode-matching technique to
treat the discontinuities. This method solves problems related
to a semi-infinite plate2,3 or to two dissimilar semi-infinite
plates welded along their lateral boundaries.4

This method requires determining the complex wave
number spectrumkn associated with the eigenfunctions used
in the expansion. In the context of Lamb waves, it is difficult
to determine eigenfunctions and associated wave numbers,
because of the spectrum complexity. It is well established
that the Lamb wave spectrum in a free solid layer, composed
of elastic material, consists of complex wave numberskn ,
real wave numbers corresponding to propagating Lamb
waves, and complex wave numbers related to evanescent
Lamb waves.5–9 Usually, the dispersion relationD(v,k)
50 ~the so-called Rayleigh–Lamb frequency equations! is
numerically solved to determine the wave spectrum.

For propagating modes, the problem remains simple
since the wave number is known to be real. On the other
hand, when the mode-matching technique is used, evanes-
cent modes have to be taken into account and a significant
part of the entire complex spectrum has to be determined.
The direct strategy of finding the roots of the dispersion re-
lation D(k,v)50, at a given frequencyv, is not well suited

for systematic computation since the locations of the wave
numbers are not known,a priori, in the complex plane. Con-
sequently, initial guess values are not available for classical
root finding routines. One technique to overcome this lack4,2

consists in calculating the spectrum at zero frequency, where
the dispersion relation is more tractable, and then to gradu-
ally increase the frequency to the desired value by using
dk52(]vD/]kD)dv and/or k(v) as an initial guess for
k(v1dv). Apart from the difficulties arising from the van-
ishing of the denominator, this ‘‘step by step’’ technique is
time consuming because a series of spectra has to be com-
puted for frequencies from zero to the desired frequency.

Here, we present an original method that directly
projects the ordinary differential equation governing the
Lamb modes on a spectral basis of orthogonal functions.
Instead of solving the transcendental equationD(k,v)50,
one calculates the solutions of a classical eigenvalue problem
in the form (M2kI)X50, whereM is a matrix resulting
from the projection of the differential equation. We obtain
approximate eigenvalues that can be used as starting values
for a more precise solution. This technique is classically used
in the theory of fluid dynamics instability.10,11 In this case,
the coefficients of the differential equation governing the
transverse modes are nonconstant; the method of finding the
roots of the dispersion relation is then not natural since it is
impossible to get ananalytical dispersion relation.

The Lamb problem is posed in Sec. II. Then, spectral
decomposition is performed~Sec. III!, and a second-order
polynomial system onk is derived~Sec. IV A!. This system
can be rewritten as a reduced eigenvalue problem forkn

2

~Sec. IV B!. Results are presented and discussed in Sec. V.

II. LAMB MODE PROBLEM

The Lamb mode problem~see Fig. 1! consists of search-
ing for a solution of the elasticity equation in the waveguide
defined by2h<y<h with free boundaries, and for whicha!Electronic mail: vincent.pagneux@univ-lemans.fr

1307J. Acoust. Soc. Am. 110 (3), Pt. 1, Sep. 2001 0001-4966/2001/110(3)/1307/8/$18.00 © 2001 Acoustical Society of America



displacements are in the~x, y! plane. The time dependence is
e2 ivt and will be omitted in the sequel. The equation of
motion is

2rv2w5m Dw1~l1m!“~div w!, ~2.1!

wherer is the density,~l, m! are the Lame´’s constants, and
w5(û,v̂) is the vector of displacements, whose components
are of the ‘‘modal’’ form:

S û~x,y!

v̂~x,y! D5S u~y!

v~y! Dexp~ ikx!. ~2.2!

The facesy56h are free of traction, corresponding to
boundary conditions:

txy~x,6h!5m~]yû1]xv̂ !50,
~2.3!

tyy~x,6h!5l ]xû1~l12m!]yv̂50.

Defining kt5Ar/mv, kl5Ar/(l12m)v, and g5(l
12m)/m, the system~2.1! can be written for (u,v):

k2u2 ik
g21

g
v82S kl

2u1
u9

g D50, ~2.4a!

k2v2 ik~g21!u82~kt
2v1gv9!50, ~2.4b!

and the boundary conditions~2.3! become

u8~6h!52 ikv~6h! ~2.5a!

v8~6h!52 ik
g22

g
u~6h!, ~2.5b!

where the prime and double prime stand ford/dy and
d2/dy2.

III. SPECTRAL DECOMPOSITION

The eigenproblem~2.4!–~2.5! is known to be separable
into symmetric and antisymmetric solutions, where symmet-
ric ~resp., antisymmetric! modes correspond to even~resp.,
odd! u and odd~resp., even! v.5 In the following, super-
scriptss anda, respectively, refer to symmetric and antisym-
metric modes. Basis functionsfn for us, va, andcn for vs,
ua, with n>1, are chosen such that

fn91an
2fn50, and fn8~0!5fn8~h!50,

~3.1!
cn91bn

2cn50, and cn~0!5cn8~h!50,

that yields

fn5Aen

h
cos~any!, with H e151, en52, for n>2,

an5
~n21!p

h
,

cn5A2

h
sin~bny!, with bn5

~n21/2!p

h
;

~3.2!

fn and cn are such that (fnufm)5dnm and (cnucm)
5dnm , where the scalar product is defined by (f ug)
5*0

hf (y)g(y)dy.
Functionsfn ~resp., cn! form a complete basis to de-

scribe any even~resp., odd! function because they are eigen-
functions of a classical Sturm–Liouville problem.12 Thus,
symmetric and antisymmetric solutions can be decomposed
in these bases as

us~y!5 (
n>1

Un
sfn~y!, and Us5~Un

s!,

vs~y!5 (
n>1

Vn
scn~y!, and Vs5~Vn

s!,

~3.3!

ua~y!5 (
n>1

Un
acn~y!, and Ua5~Un

a!,

va~y!5 (
n>1

Vn
afn~y!, and Va5~Vn

a!.

The next step is then to obtain the projection of Eqs.
~2.4! on the basis functions. This is presented in the follow-
ing paragraphs.

A. Symmetric modes

The scalar product of~2.4a! by fn and ~2.4b! by cn is
performed. Then, the projection of the derivatives are~using
the same procedure as in Ref. 13!:

„~vs!8ufn…5@vsfn#0
h2~vsufn8!

5 (
m>1

„fn~h!cm~h!2~fn8ucm!…Vm
s ,

~3.4!
„~us!9ufn…5@~us!8fn2usfn8#0

h1~usufn9!

52 ik (
m>1

fn~h!cm~h!Vm
s 2an

2Un
s ,

and

„~us!8ucn…5 (
m>1

„cn~h!fm~h!2~cn8ufm!…Um
s ,

~3.5!

„~vs!9ucn…52 ik
g22

g (
m>1

cn~h!fm~h!Um
s 2bn

2Vn
s .

It can be noticed that both boundary conditions have been
taken into account in the course of projection@Eq. ~2.5a! for
~3.4! and Eq.~2.5b! for ~3.5!#. Eventually, a system of equa-
tions onUs, Vs is obtained:

FIG. 1. Geometry of the Lamb wave problem.
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k2Us1kAsVs1BsUs50,
~3.6!

k2Vs1kCsUs1DsVs50,

with matricesAs, Bs, Cs, andDs expressed by

As
m,n5 i S g21

g
~cmufn8!1

22g

g
cm~h!fn~h! D

55
& i ~22g!~21!m

hg
, n51,

2i ~21!m1n
„an

21~g22!bm
2
…

hg~bm
2 2an

2!
, n>2,

Bs
m,n5S am

2

g
2kl

2D dmn , ~3.7!

Cs
m,n52gAn,m

s , Ds
m,n5~gbm

2 2kt
2!dmn .

B. Antisymmetric modes

Similar calculations are performed for antisymmetric
modes. In this case, the scalar products of~2.4a! by cn and
~2.4b! by fn are performed and a system of equations on
Ua,Va is obtained:

k2Ua1kAaVa1BaUa50,

~3.8!

k2Va1kCaUa1DaVa50,

with matricesAa, Ba, Ca, andDa expressed by

FIG. 2. ~a! Tridimensional representation of the dimen-
sionless complex wave numbersknh for symmetric
modes~S0 to S10! when the dimensionless frequency
kth varies,~b! real and imaginary parts of the dimen-
sionless complex wave numbersknh for symmetric
modes~S0 to S3! as a function of the dimensionless
frequencykth.
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Aa
m,n5 i S g21

g
~fmucn8!1

22g

g
fm~h!cn~h! D

55
& i ~21!n

hg
, m51

2i ~21!m1n~~g22!am
2 1bn

2!

hg~am
2 2bn

2!
, m>2

Ba
m,n5S bm

2

g
2kl

2D dmn , ~3.9!

Ca
m,n52gAn,m

a , Da
m,n5~gam

2 2kt
2!dmn .

IV. RESOLUTION

The system~2.4! with boundary conditions~2.5! is an
eigenvalue problem with differential operators. Owing to the
spectral decomposition presented in Sec. III, it has become a
discretized eigenvalue problem with matricial operators.

The discretized systems~3.6! and ~3.8! are in the form
of a nonlinear eigenvalue problem:

k2U1kAV1BU50, ~4.1a!

k2V1kCU1DV50, ~4.1b!

where matricesA, B, C, D result from projections of the
original differential equations and also take into account the
boundary conditions. System~4.1! can be easily expressed as
a classical eigenvalue problem (M2kI)X50, as presented
in the following section, Sec. IV A. In this case, for a given
truncation corresponding to the firstN basis functions, a
4N34N system has to be solved to obtain 4N eigenvaluesk.
In Sec. IV B, it is shown that an alternative system can be
derived, benefiting from the symmetry properties of thek
spectrum; in this latter case, the system is only 2N32N, to
also obtain 4N eigenvalues.

A. Eigenvalue problem

System~4.1! can be rewritten as

k2X11kF1X11G1X150, ~4.2!

with

X15S U
V D , F15S 0 A

C 0 D , and G15S B 0

0 D D .

~4.3!

Then, following Ref. 11, withY15kX1 and

Z15S X1

Y1
D , M15S 0 I 2N

2G1 2F1
D , ~4.4!

whereI 2N is the 2N32N identity matrix; the system~4.2! is
rewritten as

M1Z12kZ150. ~4.5!

It corresponds to a classical eigenvalue problem for the 4N
34N matrix M1 , in which the eigenvaluek appears linearly.

B. Reduction of the matrix dimension

By inspection, it can be noticed that system~4.1! pos-
sesses~fortunately!! the usual symmetries of the Lamb
modesk→2k andk→k* . In order to reduce the dimension
of the involved matrices, and, consequently, to increase nu-
merical efficiency, it is possible to take advantage of the
symmetryk→2k. This can be done by casting~4.1! in the
form of a nonlinear eigenvalue problem, where only the even
powers of the eigenvalue appear.

ExpressingV as a function ofU in ~4.1b!, ~4.1a! can be
written as

„k2I N2k2A~k21D !21C1B…U50. ~4.6!

In ~4.6!, UPKer„k2I N2k2A(k21D)21C1B… and a solution
U corresponds tok such that det„k2I N2k2A(k21D)21C

FIG. 3. Dimensionless phase velocities of symmetric
Lamb waveskt /kn ~for real kn! as a function of the
dimensionless frequencykth.
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1B…50. If this equation is multiplied by det„(k21D)A21
…

on the left-hand side and det(A) on the right-hand side, we
obtain det„K21(D2CA1A21BA)K1DA21BA…50, with
K5k2. The reduced eigenvalue problem onK5k2 is

~K21F2K1G2!X250, ~4.7!

with F25(D2CA1A21BA), G25DA21BA.
In the course of the derivation of the reduced system, it

has been assumed that det(A)Þ0 and det(k21D)Þ0. The
former assumption has been numerically verified. The latter
assumption is verified as long ask2Þkt

22gbn
2.

As previously, we now introduce

Y25KX2, Z25S X2

Y2
D ,

and ~4.8!

M25S 0 I N

2G2 2F2
D ,

whereI N is theN3N identity matrix. An eigenproblem for
K5k2 with the 2N32N matrix M2 is obtained:

M2Z22KZ250. ~4.9!

V. RESULTS

In order to check the validity and the efficiency of our
technique, results obtained using the spectral method are pre-
sented. Without loss of generality, we will focus on the sym-
metric Lamb modes, but similar results can be obtained for
antisymmetric modes. The material properties are those of

FIG. 4. Dimensionless complex Lamb wave spectrum
at ~a! kth51: ~* !: N56, ~s!: N514, ~•!: exact values
ke and ~—! asymptotic valueska, ~b! kth514: ~* !: N
516, ~s!: N532, ~•!: exact valueske and ~—!
asymptotic valueska, and ~c! kth528: ~* !: N524,
~s!: N544, ~•!: exact valueske and ~—! asymptotic
valueska.
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copper: vs5Am/r52150 m s21 and v l5A(l12m)/r
54170 m s21

„g5(v l /vs)
2
… and the plate thickness is taken

to be 2h50.02 m.
For u andv projected onN spectral basis functions, 4N

eigenvalues are calculated from the 2N32N system~4.9!.
For clarity, only the 2N rightgoing modes will be presented;
the other 2N modes, which are leftgoing, are simply ob-
tained by the symmetryk→2k. On the other hand, as pre-
sented in the forthcoming section Sec. V C, a part of the
calculated spectrum corresponds to spurious eigenvalues. For
this reason, a qualitative criterium is used and only a subset
of the determined spectrum is selected.

In the following, in order to assess the obtained values,
we refer to ‘‘exact’’ valueske, obtained from a Newton con-
vergence method with a tolerance of 10210. Here, the wave
numbers obtained from the spectral method are used as ini-
tial guess values and it has been verified that these ‘‘exact’’
values correspond to actual zeros of the dispersion relation.

A. Eigenvalues in the complex plane

Figure 2 shows thek spectrum obtained in the complex
plane varyingv. In the computation,N516 leads to 32
rightgoing eigenvaluesk; as discussed in Sec. V C, only
aboutN values are identified as correct values~11 eigenval-
ues are shown in the figure!. The usual behavior of Lamb
modes is recovered: for low frequency, onlyS0 is propagat-
ing and, to increase the frequency leads to more and more
propagating modes. We recover also the particular behavior
of S2 : it becomes propagating with negative phase velocity
and recovers a positive phase velocity at higher frequency.

B. Phase velocities of Lamb modes

To recover the usual representation of propagating
modes,5,14 we have plotted in Fig. 3 the dimensionless phase
velocities of symmetric Lamb waves,kt /kn , for realkn , as a
function of the dimensionless pulsationkth. This is obtained
in Fig. 2 at constant Im(k)50. The expected form is obtained

but we underline the fact that the branchk,0 of the S2

mode corresponds to a rightgoing mode with negative phase
velocity but positive group velocity. Incidently, it can be no-
ticed that, in some papers, this negative phase velocity
branch is erroneously identified as a part of anS1 mode5 or is
not represented.14 The S2 mode turns purely imaginary in a
frequency band corresponding tokth between around 3.06
and 3.13, in agreement with previous studies~see, for in-
stance, Rokhlinet al.15!.

C. Representation of the spectrum for a given v

Figures 4 show the evolution of the rightgoing complex
wave spectrum derived from the spectral method whenN
increases. These 2N values are compared with the exact val-
ues ke and the asymptotic valueska derived by Merkulov
et al.6 for largek:

kn
ah5

1

2
lnF2pS n1

1

2D G
2

i

2 FpS n1
1

2D2
ln@2p~n11/2!#

p~n11/2! G . ~5.1!

It can be seen from these figures that thek spectrum found
with the spectral method coincides with the exact one (ke)
for the N or so first values, and this, independently of the
complexity of the spectral structure when the frequency in-
creases. A qualitative criterion to select the useful part of the
calculated spectrum can be to restrict the complex wave
spectrum to the firstN values.

D. Convergence

The evolution of the relative error is shown in Fig. 5 as
a function of N at two different frequencies. The relative
error is defined asuD(k)/ku, whereD(k)5k2ke. In both
cases, it appears that the method converges as 1/N for large
N.

FIG. 4. ~Continued.!
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For kth51, only the modeS0 is propagating; the sym-
metry properties of the spectrum for evanescent modes im-
pliesk2n52k2n21* for n>1, implying the same convergence
for the pairs (2n,2n21).

For kth514, 14 modes are propagating; we give the
convergence for the first five modes. It can be noticed that
the modeS0 reaches a type 1/N convergence law only for
N.10, but is given with a reasonable accuracy~10%! as
soon asN51.

VI. CONCLUSION

A new method for the determination of the Lamb wave
spectrum has been presented. This method is based on a
spectral projection of the equation of the elasticity, leading to
a classical eigenvalue problem.

This method is an alternative to the usual method of root

finding of the Rayleigh–Lamb dispersion relation. The fol-
lowing points make the method attractive.

~i! It is easy to implement. For a given frequency, it is
very simple to take the expression of theM2 matrix from
~3.9!, ~4.10!, and~4.11!, to put in it the material~g, kl , and
kt! and geometrical~h! properties and then, to use any eigen-
value solver package to obtain the wave numbers.

~ii ! In a step by step method, the series of spectra calcu-
lated from zero to a given frequency can cross a critical
frequency, for which two wave numbers collapse, leading to
]kD50. A particular treatment then has to be applied to go
through this critical frequency since]k/]v5]vD/]kD di-
verges. With our method, these critical frequency cases have
bearing on the determination of the spectrum because its cal-
culation does not depend on the history of the spectrum.

~iii ! If the goal is to obtain the wave numbers with a
prescribed precision, the results of the spectral method can

FIG. 5. Convergence for the first modes as a function of
the orderN of the truncation for a given frequency,~a!
kth51 ~modesS0 to S8! and ~b! kth514 ~modesS0

to S4!.
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be used as very good initial guess values in a Newton–
Raphson method. That is to say that our method can be
viewed as a ‘‘super initial guess value provider.’’

~iv! The method can be easily generalized to other wave
guided modes. In fact, it can be implemented as long as the
transverse problem can be written in the form of a differen-
tial equation with an integer power of the eigenvalue in the
coefficients. Then, this technique offers the possibility of
much greater certainty in finding all the families of trans-
verse modes. For instance, it may be applied to fluid-loaded
plates, plates with damping, or transversally layered plates.
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The acoustic coupling between closely located acoustic resonators can have a significant effect on
the resonance properties. Examples of the influence of coupling include pipe musical instruments
such as flue organs or flutes, where the coupling may affect the sound. Here, a physical model of a
system of two coupled Helmholtz resonators is developed. The coupling is described by the mutual
impedance between the neck openings, and an additive reflection impedance modification to the
radiation impedance, which models the effect of reflections from the outer ‘‘shell’’ of the other
resonator. The theoretical predictions show a good agreement with measurements also reported here.
Finally, the effects of coupling on the present system are analyzed. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1394741#

PACS numbers: 43.20.Ks, 43.20.Wd, 43.20.Rz, 43.75.Np, 43.75.Qr@ANN#

I. INTRODUCTION

A. The importance of coupling

Coupling between acoustic resonators in speaking and
silent mode is important in many technical systems. Such
resonant systems may be found in musical instruments, loud-
speakers, ventilation ducts, as well as in exhaust systems, for
example.

In some musical instruments, the coupling may lead to
undesirable detuning and possible beat effects. These phe-
nomena lead to increased workload for instrument builders
and tuners since an interactive building approach is then
needed to correct for the coupling, which cannot be esti-
mated beforehand, but is obvious when the instrument has
been assembled. As an example, the possible importance of
the coupling in flue organs is illustrated by Fig. 1, which is a
picture of the interior of a large pipe organ.

It should be mentioned here that the ear is particularly
sensitive to small changes in frequency, which means that
even effects of very weak coupling can be audible. In this
paper, the term pitch, which is really a subjectively perceived
quantity related to frequency, will be used to denote mea-
sured or predicted resonance frequencies.

B. Coupling between acoustic resonators

The case of acoustic coupling between resonators has
not been profoundly analyzed. Some work has been done on
general coupling between resonant systems, but the coupling
here is generally a simple linear spring force~see Refs. 1 and
2!, although research has also been done on weak coupling
of a more general kind.3 These methods are based on lumped
circuit modeling of the coupling, which implies that what
happens at one resonator immediately affects the other, im-
plying that the path time between the resonators is not in-
cluded in the model. This would be a reasonable approxima-
tion at the shorter of the resonator separations used here, but
not at the longer ones. Also, here the coupling is often too
strong for the weak coupling assumptions to hold. It would,

however, be possible to employ the weak coupling assump-
tion for the larger resonator separations. Consequently, to
develop a general coupling model that holds for all studied
configurations, none of the above assumptions is made here.

The mutual acoustic impedance between radiating sur-
faces of different simple shapes, such as rectangular or cir-
cular pistons, has been studied extensively both analytically
and numerically; see for instance Refs. 4 and 5. The mutual
impedance between radiators is also important in electro-
magnetic engineering, for example in antenna design.6

Mutual acoustic impedance between resonator orifices in
simple arrays, and its effect on the resonance properties, has
been qualitatively studied in Refs. 7 and 8, but no detailed
analysis has been performed. Ingard7 found that the coupling
decreases the maximum absorption of each resonator. A ra-
diation impedance approach to the problem was taken by
Mechel,8 who found that an array of identical resonators ab-
sorbs in a wider frequency band than a single resonator.

The influence of reflections from infinite planes in the
vicinity of a source has been modeled by the mutual acoustic
impedance between the radiator and its image source~re-
flected in the plane!;9 otherwise, not much work has been
done on the influence or reflections. Here, the influence of
reflections is modeled as an equivalent additive contribution
to the radiation impedance.

In this paper, investigation of the effects of two-
resonator coupling for different resonator separations and un-
coupled pitch differences is performed. A theory, based on
previous research on Helmholtz resonators and a novel cou-
pling model, is described and compared with measurement
results. Finally, descriptions of the coupling effects are
given, together with attempted physical explanations.

II. BACKGROUND

The findings reported here represent the first step in a
study of the coupling between close flue organ pipes. Organ
pipe coupling effects include pitch drift, output sound-
pressure level change, and alteration of system losses. These
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effects can significantly change the audible impression of the
organ sound. It is for instance believed that the differences in
organ pipe coupling account for some of the differences in
sound between new and older~baroque! organs.

There are many complicated issues in flue organ pipe
coupling, for example the jet drive, the possible interaction
of the driving air jets, and the large number of pipes that
may couple, and it was therefore decided to start this study
by investigating coupling between simpler, nonjet-driven
resonators.

A flue organ pipe uses a quarter- or half-wavelength
resonator, and thus it would seem natural to use the same
kind of resonator in this initial study. However, theQ value
of the main resonance is typically about an order of magni-

tude higher in Helmholtz resonators than in quarter-
wavelength resonators, which means a much better signal-to-
noise ratio around resonance and thus a facilitated
measurement of resonance properties.

There are, of course, some very important differences
between an organ pipe and a Helmholtz resonator, primarily
in the number of openings~although there are organ pipes
with covered top ends!, the resonator drive, and the harmonic
spectrum. However, as a first-order approximation, the
mouth and top of a silent organ pipe are so much smaller
than the wavelength that they will act as monopole sinks, just
like the neck opening of a Helmholtz resonator at low fre-
quencies. This means that organ pipe coupling will resemble
Helmholtz resonator coupling, even though the speaking
pipe/resonator does not function in the same way.

III. EQUIPMENT

A special set of detachable aluminum Helmholtz resona-
tor ‘‘bottles,’’ see Fig. 2, was made for the experiments. Four
different body parts~of different lengths but otherwise the
same! were made to allow variation of the pitch. The body
lengthL and internal radiusR are defined in Fig. 2, as is the
neck lengthl and inner radiusr.

The resonators are designed to allow simple calculations
of acoustic parameters, particularly the neck-end corrections
and the mutual impedance. They are made from cylindrical
aluminum pipes and plates, of thickness 2 mm or more. Be-
cause of the thick material, the influence of structural modes
is neglected.

The body and neck are cylindrical, and the bottom and
top parts are flat. For fine-tuning of the pitch, a screw of
diameter 20 mm and a small rise per turn is threaded into the
bottom of each resonator. A miniature electret condenser mi-
crophone is also placed in the bottom plate of each resonator.
The influence of the~short! screw and the microphone is
neglected in all the analytical calculations. The screw’s
maximum effect on the pitch is 1.5 Hz, as found in both
measurements and simulations. The microphone is so small
that its influence on the pitch is less than 0.1 Hz.

FIG. 1. A pipe organ may contain many thousands of acoustically coupled
resonators.

FIG. 2. Cylindrical aluminum Helmholtz resonator for measurements.~a!
Photo.~b! Parameter definitions and values.

FIG. 3. The measurement setup geometry definition for the coupled resona-
tor measurements.
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IV. MEASUREMENTS

Reciprocity measurements are used throughout this
work. Pseudorandom ‘‘white’’ noise, filtered to the frequency
range of interest, is sent to the Dynaudio 17W-75 EXT loud-
speaker, and small microphones in the bottom of each reso-
nator record the resulting sound pressure. The MLSSA mea-
surement system~DRA Laboratories, Sarasota, FL! is used to
record system responses. Using the MLS method, the re-
sponse is then deconvolved by the output signal to form the
impulse response of the system.

The measurement setup is shown in Fig. 3, where, for
clarity, the resonator separation is considerably exaggerated.
Here,D1 andD2 are the distances between the measurement
point and the corresponding neck openings;d is the resonator
separation;u is the receiver angle; andUn,1 andUn,2 are the
neck volume velocities. The resonators are mounted on tri-
pods, standing on a computer-controlled turntable. Because
the tripods are about 1 m high, the influence of reflections
from the turntable is small, and it is neglected here. The
acoustical center of the loudspeaker, used to excite the reso-
nators, is 1.12 m away from the center point of the two
resonators. This center point, indicated by the cross in Fig. 3,
is on the axis of the turntable, and is therefore fixed in space.
To record the radiation pattern, the turntable is rotated 5 deg
between each measurement.

The resonators are arranged along a common symmetry
axis, as shown in Fig. 3 and Fig. 4. To investigate the effects
of different coupling strengths, measurements are carried out
for resonator separationsd of 1, 2, 4, 8, and 16 cm, and the
impulse responses are recorded for both the lower- and the
higher-pitch resonator. The data are saved for subsequent
analysis usingMATLAB ®. To obtain the frequency responses,
the impulse responses are Fourier transformed.

The resonant frequency of the lower-pitch resonator is
kept constant, while the pitch of the other resonator is varied
by changing the body parts. As previously mentioned, there
are four different body parts. For easy comparison with or-
gan pipe measurements not reported here, the lengthL of
these is chosen so as to make the second resonator resonant
at the same frequency as, a semi-tone above, a whole tone
above, and a major third above the reference resonator, re-
spectively. That is, in units of the pitchf 1 of the reference

resonator, the other resonator is resonant atf 1 , 21/12f 1 ,
21/6f 1 , and 21/3f 1 , respectively, with an error less than
0.029% ~corresponding to less than 0.5 musical cents!.
Throughout this work, the modal circle fit algorithm is em-
ployed to find resonance parameters.

To compensate for the frequency dependence of the
loudspeaker volume velocity, the sound pressure at the center
point of the two resonators is measured in free field, i.e., the
resonators are removed before the measurement. Assuming
monopole radiation, the volume velocityUsp of the loud-
speaker is calculated from these measurement data. As the
monopole sound pressure is proportional toUsp , the mea-
sured frequency responses can then easily be normalized to a
constantUsp , which allows easy comparison to theory. This
normalization technically yields a quantity with impedance
units. However, impedance refers to the relation between
sound pressure and volume velocity at the same measure-
ment point, and therefore our quantity is not an impedance. It
should be regarded as the resulting sound pressure, given a
certain constant source volume velocity at a certain point in
space. Here, the source volume velocityUsp is ~arbitrarily!
set to 1024 m3/s.

V. THEORY

A. Reciprocity

A loudspeaker on the outside and microphones on the
insides of the resonators are used in the measurements. When
deriving the equivalent acoustical impedance analogy circuit
for the coupled resonators, it simplifies matters to put the
sources inside the resonators and the microphone on the out-
side. By reciprocity this gives the same results. Note that
reciprocity only allows a source inone of the resonators;
therefore, using this approach, we can only study the cou-
pling of one speaking and one silent resonator, and not the
coupling between two speaking resonators. The terms
‘‘speaking’’ and ‘‘silent,’’ borrowed from organ pipe termi-
nology, are used throughout this paper to distinguish between
a resonator excited by a source on the inside and a nonex-
cited one, respectively.

B. Single resonator with losses

First, the model for the neck volume velocity of a single
resonator in free field is derived. In an acoustical impedance
analogy, the Helmholtz resonators used here can, near the
fundamental mode, be described by the lumped circuit model
in Fig. 5. In this model, the volume velocity sourceUin is, as
mentioned, inside the resonator. Alternatively, the resonator
can be modeled using a transfer matrix approach. This could
possibly result in a need for fewer approximations and an

FIG. 4. Close-up of the resonator arrangement for coupled resonator mea-
surements.

FIG. 5. Acoustic impedance model of a single resonator.
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improved accuracy, but it would also result in a model that is
far less intuitive. As priority here is given to intuitivity, and
because predictions derived from the present model are later
shown to agree reasonably well with measurements, the
lumped circuit model is used in what follows.

In Fig. 5, the parameters used are the volume velocities
Ub in the resonator body andUn in the neck; body compli-
ance and massCb andMb ; and finally, neck resistance and
massRn andMn . The radiation impedances at the inner and
outer end of the neck are included as end corrections in the
neck impedances.

The lumped circuit body impedances are, to the first
approximation

Cb5
pR2L

r0c2 , Mb5
1

3

r0L

pR2 , ~1!

whereCb is the acoustical compliance of the air in the body,
and Mb is a cylindrical resonator body air mass correction
derived by Panton and Miller.10 Mb is equal to one-third of
the acoustical mass of the body air. In usingMb , the influ-
ence of the adjusting screw and microphone is neglected. In
Eq. ~1!, c is the speed of sound in air;r0 is the density of air;
andR andL are the body length and radius, respectively, as
defined in Fig. 2. Numerical values forr0 andc are given in
Table I. The losses inside the body are neglected since they
can be expected to be much smaller than the losses at the
neck.11

Mn is the acoustic mass of the air in the neck, including
the end correctionl 8. It is given by

Mn5
r0~ l 1 l 8!

pr 2 . ~2!

The end correctionl 8 is the sum of the end corrections at the
inner and outer neck ends. An approximate equation for the
inner-end correction, derived from modal theory, is given by
Kergomard and Garcia.12 Using this equation, for the present
configuration, the numerical value of the inner-end correc-
tion is

l inner8 50.509r . ~3!

The outer-end correction of

l outer8 50.68r , ~4!

is obtained from end-correction data measured by Peters
et al.13 for an open pipe end. The numerical value of Eq.~4!
is arrived at by linearly interpolating between the end correc-
tion values for inner- to outer neck radius ratios of 0.70 and
0.85, thus arriving at the end correction for the present ratio
of 0.80. Strictly, the influence of the body part of the reso-

nator will distort the flow from that found around an open
pipe. The body can be seen as an expanded part of the pipe,
restricting the flow to a narrower region in space, which
implies that its presence must increase the equivalent amount
of moving air outside the neck, i.e., the mass end correction.
The amount of increase is difficult to estimate without the
use of numerical flow modeling. However, the body radius is
much smaller than the wavelength at the frequencies of in-
terest (kR,0.3), which means that its effect on the flow is
small. To at least estimate the order of a pitch shift due to
possible errors in Eq.~4!, this pitch shift is certainly much
smaller than in the extreme case of a baffled pipe, which
leads to an end correction of 0.8127r ,13 and a pitch shift of
up to 2% compared to when Eq.~4! is employed.

The neck resistanceRn represents the resonator losses

Rn5
l

r

A2meffr0v

pr 2 12
A2m0r0v

pr 2 1
pr0

c
f 2, ~5!

where

meff5m0S 11~g21!A n

m0cp
D 2

. ~6!

In Eq. ~5!, m0 is the dynamical viscosity of air~numeri-
cal value given in Table I!; f is the frequency; andv is the
angular frequency. In Eq.~6!, meff is an effective coefficient
of viscosity, taking the heat conductivity of the neck walls
and the resulting energy loss into account;14,15 g is the ratio
of specific heats;n is the coefficient of thermal conductivity;
andcp is the specific heat capacity at constant pressure.

Rn includes several contributions. The first right-hand
term in Eq.~5!, adapted from Ingard,7 represents the viscous
losses in the neck wall boundary layer.Rn’s second term,
also adapted from Ingard,7 represents the viscous losses at
the neck ends. This approximate expression can be used both
for flanged ~in infinite baffle! and unflanged~free! neck
ends.16 As neither the inner- nor the outer neck end is strictly
neither flanged nor unflanged, the use of it here is another
approximation. Conditions at the outer end can be expected
to be somewhere between the flanged and the unflanged
case. At the inner end the influence of the finite body radius
should be taken into account, but this is probably not pos-
sible by analytical methods, and it is not done here.

It should be noted here that the expression for the sec-
ond term in Eq.~5! was originally arrived at by empirical
methods, and its validity is not supported by analysis. New
measurements are needed to validate it, or arrive at a better
one. However, this is out of the scope of the present paper.
The present expression, being the only available approxima-
tion, is therefore used. To illustrate the sensitivity of the pre-
dicted results to this second term of Eq.~5!, a 10% change in
this term gives a Q value change of up to 4%. As will be seen
in the Results section, this is on the order of the discrepancy
between measured and predicted Q values; therefore, it can
be stated that the discrepancies likely may be caused mostly
by errors in the uncertain estimation of the viscous losses at
the neck ends.

The ~monopole! radiation losses at the outer neck end,
calculated for the low-frequency limit of a piston in a long

TABLE I. Physical properties of air at 20 °C and 760-mm Hg.

Density r0 kg/m3 1.205
Speed of sound c m/s 343.3
Dynamical viscosity m Ns/m2 1.8831025

Ratio of specific heats g 1.4
Heat capacitivity at constant
pressure

cp J/kgK 1010

Thermal conductivity v W/mK 0.026
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tube,16 are represented by the final term ofRn . The dominant
loss mechanisms for a low-frequency Helmholtz resonator
driven at low amplitudes are the viscous and radiation losses.
In the present system and at the low frequencies of interest
~approximately 240 to 440 Hz!, the viscous losses are 2–6
times bigger than the radiation losses. Losses in the body
part of the resonator, primarily thermal losses to the walls
and viscous losses in the boundary layers, were found to be
several orders of magnitude smaller than those in the neck.
Consequently, they are not included in the model.

Returning to Fig. 5, an equation for the neck volume
velocity Un is desired. For simplicity, the total neck and
body impedances are defined as in Eq.~7!

Zn5Rn1 j vMn

~7!
Zb5 j vMb11/j vCb.

The frequency response of a single resonator is now obtained
from Fig. 5 as

Un~v!5
Zb

Zb1Zn
Uin , ~8!

using volume velocity division between the body and the
neck.

C. Dual resonator with losses and coupling

For the system of two coupled resonators, Fig. 6 shows
the equivalent acoustic impedance analogy for calculation of
the neck velocities. In this figure, the speaking resonator and
all corresponding impedances are labeled ‘‘1,’’ and the silent
resonator is labeled ‘‘2.’’

There are two different coupling effects in the present
system. The sound field at the neck of one resonator is af-
fected by, on one hand, the radiation from a source at the
neck opening of the other resonator, and, on the other hand,
the altered radiation conditions due to reflections off the
outer shell of the other resonator.

The influence of the source at the other resonator is
modeled by calculating the equivalent sound-pressure contri-
bution at the present resonator’s neck opening. The mutual
impedanceZ12 is used to model how a volume velocity in the
neck of one resonator causes a sound pressure on the neck
opening of the other resonator. Consequently, at the neck
opening of resonator 1, the equivalent source modeling the
influence of the radiation from resonator 2 isZ12U2 , and
vice versa.

The influence of sound waves reflecting off the outer
shell of the other resonator is modeled by modifying the
radiation impedance at the outer neck end. For clarity, this
additive modification is shown as a separate impedance in
Fig. 6.

Because the only difference between the two resonators
is the different body lengthL, the neck impedanceZn is the
same in both resonators. If the body lengthsL differ, the
body impedancesZb,1 andZb,2 are different@see Eq.~1!#, as
are the reflection impedancesZrefl,1 andZrefl,2 @the equivalent
sphere radiusa of Eq. ~22! depends onL#. In Eq. ~9!, a total
neck impedance is defined as the sum of the ‘‘uncoupled’’
neck impedance from Eq.~7! and the reflection impedance

Zn,15Zn1Zrefl,1

~9!
Zn,25Zn1Zrefl,2.

Using Fig. 6 and Eq.~9!, equations for the volume velocities
are given in Eq.~10!

Un,1Zn,15Ub,1Zb,12Un,2Z12, ~10a!

Un,2Zn,25Ub,2Zb,22Un,1Z12, ~10b!

Ub,11Un,15Uin , ~10c!

Ub,21Un,250. ~10d!

Equations~10a! and ~10b! express the equality of sound
pressures on the parallel neck and body branches in the Fig.
6 model. Equations~10c! and~10d! express the conservation
of mass in resonators 1 and 2, respectively.

Defining

Z15Zn,11Zb,1

~11!
Z25Zn,21Zb,2,

the solution of Eq.~10! is obtained as

Un,15UinZb,1

Z2

Z1Z22Z12
2

~12!

Un,25UinZb,1

2Z12

Z1Z22Z12
2 .

The mutual impedance between the resonators is defined as
the average sound pressure on one of the neck openings,
generated by a unit volume velocity on the other.

To be able to deduce analytical approximations of the
mutual impedance and the reflection impedance, and also to
derive an equation for the receiver sound pressure, a mono-
pole source action is assumed. This is a plausible assumption
at the low frequencies of interest, but at the smallest resona-
tor separation of 1 cm its validity needs to be investigated
further. Measurements of the distance dependence of the
sound-pressure level show that at the frequencies of interest,
the neck opening of a resonator acts as a monopole at dis-
tances larger than 2 cm. The influence of the source size can
be observed closer to the neck opening. In order to keep
things simple, this is neglected, and throughout this work it
is assumed that the resonator neck openings act as perfect
monopole sources. The body and the neck opening of the
other resonator both act as low-pass filters in space, decreas-

FIG. 6. Acoustic impedance model of two coupled Helmholtz resonators.
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ing the influence of the near-field sound-pressure fluctua-
tions, which makes the approximation reasonable, even at
the smallest resonator separation.

According to Ando,17 the radiation from a circular pipe
end can, in the far field, be modeled as that of an imagined
monopole source at the acoustical center of the radiating pipe
end. Ando17 gives graphs of the distancel ac between the
neck opening and the acoustical center for certain ratios of
inner to outer pipe radius. Technically, the far field does not
extend down to the smallest resonator separation, but this is
neglected here, and a monopole source action is, as stated,
assumed. To find the location of the acoustical center in the
present case, Ando’s data are linearly interpolated between
inner- to outer-neck radius ratios of 0.70 and 0.85, giving the
numerical value of

l ac50.85r . ~13!

The geometry for calculation of the mutual impedance is
shown in Fig. 7. The sound pressure radiated from a mono-
pole source of volume velocityU0 at the acoustical center
~the cross in Fig. 7!, evaluated at a distancex, is

p~r !5
j vr0

4p
U0

e2 jkx

x
, ~14!

wherek is the wave number,k52p/l, l being the acousti-
cal wavelength. In Fig. 7,l ac is the distance between the
neck opening of the speaking resonator and the acoustical
center; andj is the radial distance of the measurement point
from the symmetry axis. From Fig. 7,x5A(d2 l ac)

21j2.
To calculate the mutual impedance, the sound pressure is
averaged over the neck openingS of the other resonator and
then divided by the source strength, as in Eq.~15!

Z125
^p&
U0

5
j vr0

4p

1

pr 2 E E
s

e2 jkx

x
dS

5
j vr0

2

1

pr 2 E
0

r e2 jkA~d2 l ac!21j2

A~d2 l ac!
21j2

dj

5
cr0

2pr 2 ~e2 jk~d2 l ac!2e2 jkA~d2 l ac!21r 2
!. ~15!

In order to deduce an analytical approximation of the
reflection impedance, the speaking resonator neck opening is

assumed to act as a monopole radiator. There is an analytical
solution for the sound pressure radiated from a piston in a
sphere, a case that could be applicable here and might closer
approximate the actual conditions, but fulfilling the boundary
conditions on the reflecting resonator using this approach
would require numerical solution. At the low frequencies of
interest, the comparative gain of this approach would prob-
ably be small, and it is not pursued.

Because the dimensions of the resonators are much
smaller than the wavelengths of interest, the individual shape
of a resonator is only of slight importance to the scattering.
Therefore, the scattering off a resonator does not differ much
from the scattering off a rigid sphere of the same volume and
the same center of gravity as an imagined homogeneously
filled resonator. This rigid-sphere model of the other resona-
tor’s scattering properties is used here.

The scattering of a spherical wave incident on a rigid
sphere of radiusa is calculated in Ref. 18, using the setup in
Fig. 8. The source is atr05(r 0 ,a0 ,w0); the measurement
point is at r5(r ,a,w); and the sphere is centered at the
origin.

The sound pressure incident on the sphere is thus given
by

pinc~r !5
j vr0

4p
U0

e2 jkur2r0u

ur2r0u
, ~16!

whereU0 is the source volume velocity. The scattered sound
pressure is obtained as18

psc~r !5
r0v2

pc
U0(

l 50

`

hl~kr !
j l8~ka!

hl8~ka!
hl~kr0!

3 (
m50

l

«mSl
m~cosa!Sl

m~cosa0!cosm~w2w0!,

~17!

wherehl(x) and j l(x) are spherical Hankel functions of the
first kind and spherical Bessel functions, respectively. The
primes indicate derivation with respect to the entire argu-
ment. In the summation overm, «m is the Neumann symbol
given by Eq.~18!

«m5 H1, m50
2, mÞ0. ~18!

FIG. 7. Setup for calculation of the mutual impedance.
FIG. 8. Setup for calculation of the reflection impedance.
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Sl
m(x) is given by Eq.~19!

Sl
m~x!5~21!mA2l 11

2

~ l 2m!!

~ l 1m!!
Pl

m~x!, ~19!

wherePl
m(x) is an associated Legendre function.

The measurement point of interest is the same as the
source point,r5r0 . The source is~arbitrarily! chosen to be
at a50, as shown in Fig. 8. Also using

Pl
m~1!5d~m!, ~20!

Eq. ~17! can be greatly simplified:

psc~r5r0!5
r0v2

pc (
l 50

` j l8~ka!

hl8~ka!
hl~kr0!2

2l 11

2
. ~21!

The equivalent reflection impedance is obtained as

Zrefl5
psc~r5r0!

U0
5

r0v2

pc (
l 50

` j l8~ka!

hl8~ka!
hl~kr0!2

2l 11

2
,

~22!

where, because the magnitude of the summation terms de-
crease rapidly withl at the low frequencies of interest, the
summation is truncated atl 510.

Because the resonator separation is much smaller than
the wavelength~below 500 Hz!, the sound pressure of the
reflected wave is approximately in phase with the transmitted
wave at a neck opening. The phase difference increases with
frequency, resulting first in a more inefficient radiation the
higher the frequency. Therefore, in the present system the
influence of reflections should move the resonances toward
lower frequencies. This effect is observed in the predicted
receiver sound pressure by doing the calculations both with
and without the reflection impedance.

Using Fig. 3 and again assuming monopole sources at
the neck openings, the receiver sound pressure can be de-
duced. This sound pressure should also include the scattering
off the resonators. The first-order scattering can be evaluated
using Eq.~17! with a as the actual receiver angle and all
other parameter values the same as in the reflection imped-

ance analysis. The scattering contribution evaluated in this
way was found to be completely negligible for the presently
analyzed system, and consequently is not included in the
receiver sound-pressure equations.

The resulting receiver sound-pressure equation is

p~D,u!5
j vr0

4p S Un,1

e2 jkD1

D1
1Un,2

e2 jkD2

D2
D . ~23!

The ratio of the receiver distanceD and the resonator
separationd is (d/D)<(0.16/1.12)50.14, which justifies the
use of the standard dipole approximation

D1'D1DD, D2'D2DD, ~24!

where

DD5
d

2
sinu, ~25!

andD1 andD2 are defined in Fig. 3. This gives a maximum
distance error of 0.3%. SinceDD/D<0.16/2.2450.071!1,
it is possible to simplify Eq.~23! further, using

1

D6DD
'

1

D S 17
DD

D D . ~26!

The relative error in the approximation of Eq.~26! is less
than 0.6%. Equation~23! can now be rewritten

p~D,u!5
j vr0

4p

e2 jkD

D F ~Un,1e
jkDD1Un,2e

2 jkDD!

1
DD

D
~Un,1e

jkDD2Un,2e
2 jkDD!G . ~27!

The first and second terms in the above expression corre-
spond to the in-phase and the out-of-phase radiation compo-
nent, respectively.

FIG. 9. Measured frequency responses of coupled resonators for different
receiver angles. Lower-pitch resonator active, other resonator a semi-tone
above. Separation 4 cm.

FIG. 10. Measured~full line! and calculated~dashed line! frequency re-
sponses of all four resonators in free-field conditions.

1321J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 T. A. Johansson and M. Kleiner: Coupled Helmholtz resonators



VI. RESULTS

A. Frequency response

1. Introduction

In this section, the measured frequency responses for
free-field and coupled resonators are compared to theoretical
predictions from the equations presented here, especially Eq.
~27!, for predicting the receiver sound pressure. In all subse-
quent data plots, the frequency range of 240 to 440 Hz is
used. This is where all resonances and all relevant coupling
effects occur.

As stated, reciprocity implies that in the present system
the same results are measured if the source and receiver po-
sitions are swapped. In order not to confuse the reader, the
source-on-the-inside approach, which was used to develop
the theory, is used in what follows. Therefore, the problem
can be thought of as sound radiation from coupled resona-
tors, only one of which is speaking.

The variation of the frequency responses with receiver
angle is consistently very small, and no ‘‘new’’ features are
found in the responses for angles other than 0°. Figure 9,
showing the measured responses for coupled resonators a
semi-tone apart and separated by 4 cm at receiver angles of
290 to 90°, in steps of 45°, illustrates this. To reduce the
amount of data to present, only the responses for the 0° angle
are presented throughout this section. This is no major limi-
tation; it merely implies that the radiation model of Eq.~23!,
which is almost trivial, cannot be validated. Table I lists the
relevant physical properties of air at 20 °C and 760-mm Hg.

2. Single resonators

A comparison between the measured and the calculated
frequency spectra of all four resonators in the free field is
shown in Fig. 10. The four resonators are the reference one,
and three of higher pitch~a semi-tone above, a whole tone
above, and a major third above the reference pitch!. The
agreement is good, which shows that our model of the reso-
nator is accurate. Possible causes of the discrepancies be-

tween predictions and measurements include the use of
lumped circuit elements and the approximate expressions for
the losses@Eq. ~5!#.

In Tables II, III, and IV, the resonant frequencies, reso-
nance amplitudes, andQ values for all four resonators in the
free field are displayed. The tables also show the relative
discrepancies between measured and predicted values. The
relative discrepancies in resonant frequency andQ value are
less than 0.94% and 4.85%, respectively. TheQ value is
underestimated, i.e., the losses are overestimated, which
again shows that better expressions for the losses are needed.
Finally, the resonance peak amplitudes are slightly underes-
timated, the absolute discrepancy staying below22.2 dB.

3. Coupled resonators

Measurement results and calculated predictions of fre-
quency responses for coupled resonators are shown in Figs.
11, 12, and 13. Resonator separations of 1, 4, and 16 cm
@subfigures~a!, ~b!, and ~c!, respectively#, and pitch differ-
ences of zero and a whole tone, corresponding to silent reso-
nator lengths of 80.0 and 63.5 mm, respectively, give a rep-
resentative view of the performance of the theory, and are
therefore used to validate it. Both the magnitudes and the
phases of the frequency responses are shown for a receiver
angleu of 0° ~cf. Fig. 3!.

As the figures show, the predicted responses agree well
with the measured ones, a substantial part of the discrepan-
cies probably due to the inaccuracies in the resonator model.
The differences between the measurements and the predic-
tions are approximately the same regardless of the specific
parameter configuration, which further strengthens the
model.

Figure 11 shows the receiver sound-pressure frequency
response for resonators of the same pitch. As both the mea-
surements and the predictions show, only one resonance, at a
frequency quite far below the uncoupled pitch~measured at
302.64 Hz, predicted at 301.85 Hz!, is found in the response.
This phenomenon is specific to the 0° receiver angle; two
resonances are actually developed in the neck velocities, but
one is canceled in the 0° direction, i.e., at the canceled reso-
nance, the sound-pressure contributions from resonator 1 and
2 are completely out of phase at the receiver. This topic is
further discussed later.

As expected, the errors are largest for the smallest reso-
nator separation, where the monopole approximation is least
valid. Also, the influence of small absolute errors in the reso-
nator separation is larger at small separations. Ford larger
than 1 cm, the prediction stays within63 dB of the mea-

TABLE II. Measured and calculated resonance frequencies for resonators in
free field.

Frequency
difference

Measured
f 0 @Hz#

Calculated
f 0 @Hz#

Relative discrepancy
in f 0 @%#

Unison 302.64 301.85 20.26
Semi-tone 320.59 320.62 0.01
Whole tone 339.60 341.09 0.44
Major third 381.38 384.95 0.94

TABLE III. Measured and calculated resonanceQ-values for resonators in
free field.

Frequency
difference

Measured
Q

Calculated
Q

Relative discrepancy
in Q @%#

Unison 46.13 44.16 24.27
Semi-tone 46.69 44.52 24.65
Whole tone 46.56 44.89 23.59
Major third 47.52 45.21 24.85

TABLE IV. Measured and calculated resonance amplitudes for resonators in
free field.

Frequency
difference

Measured
A @dB#

Calculated
A @dB#

Discrepancy in
A @dB#

Unison 92.45 92.23 20.23
Semi-tone 94.16 93.16 21.00
Whole tone 95.23 93.90 21.33
Major third 96.29 94.10 22.18
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sured response magnitude, and the phases never differ by
more than 0.2p.

A resonator pitch difference of a whole tone and excita-
tion of the lower-pitch resonator yields the responses of Fig.
12. The deviations between the measurements and the pre-
dictions stay within the tolerances stated above in this case
as well.

Figure 13 shows the corresponding responses when the

higher-pitch resonator is speaking. The responses are quite
different from when the lower-pitch resonator is speaking; a
discussion of this will follow later. The theory still performs
well, the errors fulfilling the criteria for the lower-pitch reso-
nator.

Concluding, Figs. 11, 12, and 13 show that the coupling
theory developed in this paper is able to accurately predict
the frequency responses of coupled Helmholtz resonators for

FIG. 11. Measured and calculated frequency responses~magnitude and
phase! of coupled resonators. Resonators tuned to the same frequency.~a!
Separation 1 cm.~b! Separation 4 cm.~c! Separation 16 cm.

FIG. 12. Measured and calculated frequency responses~magnitude and
phase! of coupled resonators. Lower-pitch resonator active, other resonator a
whole tone above.~a! Separation 1 cm.~b! Separation 4 cm.~c! Separation
16 cm.
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different resonator separations and pitch differences.
Since the effects of acoustic coupling between resona-

tors have not been examined much in literature, attention is
now turned to illustrating the various coupling effects that
occur in the present system. For this purpose, and because
the model has been successfully validated, Figs. 14, 15, 16,
and 17 show thepredictedreceiver sound-pressure frequency
response magnitudes for resonators of varying pitch differ-

FIG. 13. Measured and calculated frequency responses~magnitude and
phase! of coupled resonators. Higher-pitch resonator active, other resonator
a wholetone below.~a! Separation 1 cm.~b! Separation 4 cm.~c! Separation
16 cm.

FIG. 14. Calculated predictions of frequency response magnitudes for
coupled resonators. Resonators at unison resonant frequency, one of them
active.

FIG. 15. Calculated predictions of frequency response magnitudes for
coupled resonators. Resonator pitch difference of a semi-tone.~a! Lower-
pitch resonator active.~b! Higher-pitch resonator active.
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ence. The subfigures~a! and~b! show the responses for sys-
tems excited by the lower- and higher-pitch resonators, re-
spectively. In each subfigure, the separationd is varied from
1 to 16 cm.

In the following, the resonances associated with the
speaking resonator and the silent resonator will be called the
primary and the secondary resonance, respectively. It is im-
portant to note that these primary and secondary resonances
do not directly originate in any one resonator, but are a result
of the interaction of sound waves originating in both resona-
tors.

Throughout the measurements, no modifications were
made to the lower-pitch resonator, but the body sections of
the other resonator were changed to alter its pitch, as stated
in Sec. II. This precludes drawing conclusions on properties
of higher-pitch resonator-driven systems from the measure-
ments. It is of course possible to make predictions from the
model, but this is out of the scope of the present paper. For
the small resonator separations used here~kd is below 1!, the
strength of the coupling increases when the resonators are
moved closer together and when the uncoupled pitch differ-

FIG. 16. Calculated predictions of frequency response magnitudes for
coupled resonators. Resonator pitch difference of a wholetone.~a! Lower-
pitch resonator active.~b! Higher-pitch resonator active.

FIG. 17. Calculated predictions of frequency response magnitudes for
coupled resonators. Resonator pitch difference of a major third.~a! Lower-
pitch resonator active.~b! Higher-pitch resonator active.

FIG. 18. Neck velocity frequency responses and corresponding receiver
sound pressure in the 0° direction for resonators tuned to the same frequency
and spaced by 1 cm.
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ence is decreased. If the separation is on the order of the
wavelength, resonant effects occur in the mutual impedance,
causing coupling effects that are probably different from
those reported here.

A stronger coupling implies a stronger excitation of the
secondary resonance, and a decreased primary resonance am-
plitude. However, one cannot directly state that the energy
lost in the primary resonance goes into the secondary reso-
nance, because, due to the changed radiation conditions, the
total system energy may change under the influence of cou-
pling.

The coupled resonant frequencies~primary and second-
ary! are further apart than the uncoupled ones; the coupled
higher pitch is higher and the lower one is lower than the
uncoupled ones. The shift is larger the closer the two un-
coupled pitches, i.e., the stronger the coupling. Figure 14
shows that if the uncoupled pitches are equal, only one reso-
nance is present, at a pitch lower than any other pitch found
here for the same resonator separation. Further investigation
of the neck velocities for this special case reveal that two
resonancesare present in each neck velocity frequency re-
sponse. The resonant frequencies for the smallest separation

are around 285 and 323 Hz, respectively. Figure 18, a plot of
the predicted neck velocity and receiver sound-pressure mag-
nitudes, clearly shows the two resonances in the neck veloci-
ties, but only one resonance in the receiver sound pressure.
The higher-pitch resonances inUn1 and Un2 are out of
phase, and therefore cancel each other completely in the 0°
direction. Because of the inefficiency of dipole radiation, the
higher-pitch resonance results in a small frequency response
peak at approximately 323 Hz only at large receiver angles.

The amplitude of the primary resonancedecreases when
coupling is introduced into the system~compared to the free-
field results of Table III!. However, the decrease is much
smaller, and practically independent of resonator separation,
when the lower-pitch resonator is speaking than when the
higher-pitch resonator is speaking. In the former case, the
amplitude shows only little variation with the uncoupled
pitch difference, except when the uncoupled pitches are the
same, in which case the amplitude of the common resonance
is approximately 3 dB lower than the minimum primary
resonance amplitude for different pitches. In summary, a sys-
tem excited by the lower-pitch resonator is less influenced by
coupling.

The Q value of the primary resonanceexhibits very dif-
ferent behavior depending on which resonator is speaking.
When the lower-pitch resonator is speaking, the primary
resonanceQ value decreases when coupling is introduced
into the system. The decrease is larger the stronger the cou-
pling, except for very small separations. However, when the
higher-pitch resonator is speaking, the behavior is the oppo-
site. The primary resonanceQ value now increases when
coupling is introduced, the more the stronger the coupling.

The Q values of the secondary resonances can only be
evaluated for small separations, and they are not discussed
here.

The losses of the system as a whole increase when the
coupling grows stronger. Possible causes for this include the
less efficient radiation resulting from the raised pressure at
the neck openings, which in turn is due to the reflections
from the other resonator.

It is important to realize that the specific coupling effects
reported here might not be the same in another coupled sys-

FIG. 19. Absolute values of neck velocity impulse response envelopes for
coupled resonators tuned to the same frequency and separated by 1 cm.

TABLE V. Frequencies of energy oscillation between the resonators, compared to the difference between the
primary resonant frequencies.

Resonant
frequency
difference

Resonator
separation,

d @cm#

Active
resonator, lower

pitch ~L! or
higher pitch~H!

Primary
resonant

frequency of
lower-pitch
resonator,
f L @Hz#

Primary
resonant

frequency of
higher-pitch
resonator,
f H @Hz#

1
2 ( f H2 f L),

@Hz#

Energy
oscillation
frequency,

f E @Hz#

Unison 1 284.05 322.65 19.30 19.03
4 298.05 304.15 3.05 ¯

16 No oscillations can be detected
Whole tone 1 L 294.80 351.80 28.50 28.70

1 H 295.10 352.00 28.45 29.16
4 L 301.55 341.15 19.80 19.89
4 H 301.90 341.45 19.78 19.13

16 L 301.80 340.75 19.48 19.34
16 H 302.15 341.05 19.45 19.23
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tem. For example, the phase of the mutual impedance is
crucial to the coupling effects. In the studied system, the
phase of the mutual impedance is approximatelyp/2 for all
studied configurations and all frequencies of interest. This is
equal to the phase of the mutual impedance between two
point monopole sources spaced by a distanced if d!l,
which implies that the effect of the nonzero neck opening
area is small.

For qualitative reasoning, one can thus approximate the
mutual impedance at small separations by the mutual imped-
ance between two point monopole sources. The phase of this
mutual impedance varies as the phase ofje2 jkd, which
shows that when the separation is increased the phase of the
mutual impedance decreases. In the present system, when the
phase is zero, the pitch shift due to the mutual impedance is
nearly zero. When the phase decreases just below zero, many
of the coupling effects are the opposite of what is reported
here. For example, in this case the coupling decreases the
pitch differences, and thehigher-pitch resonator-driven sys-
tem becomes less influenced by coupling.

The conclusion of this reasoning is that the coupling
effects presented here should be seen as the effects that occur
in the present system when the resonator separation is much
smaller than the wavelength. If the separation is comparable
to the wavelength, the coupling effects will be very different.
However, the theory developed here can handle this case as
well.

In this paper, no equations for predicting the coupling
effects have been derived. However, such equations can be
derived using the coupling theory developed here.

B. Power flow

When the coupled system is excited, energy moves back
and forth between the resonators. This is a fundamental prop-
erty of coupled systems; analysis of the subject can be found
in, e.g., Ref. 1, p. 67 for the case of a lossless system of two
linear oscillators coupled by a linear restoring force. It is
found that the energy surges back and forth at a frequency of

vE5 1
2uv12v2u, ~28!

wherev1 andv2 are the coupled primary resonant frequen-
cies of oscillator 1 and 2, respectively.

Considering the relative complexity of the studied sys-
tem, as compared to the system studied in Ref. 1, it is of
interest to find out whether the above equation still holds.
Therefore, the predicted resonator neck velocities for a few
system configurations are inverse-Fourier transformed to find
the neck velocity impulse responses. The kinetic energy of
the air in a resonator at any given time should be propor-
tional to the square of the neck velocity, plus the small con-
tribution from the much smaller velocity in the resonator
body, which is neglected here.

The predicted neck velocity impulse response envelope
magnitudes for resonators tuned to the same pitch and sepa-
rated by 1 cm are shown in Fig. 19. The corresponding neck
velocity frequency responses, shown in Fig. 18, have been
previously discussed. The envelopes were obtained by Hil-
bert transformation. In Fig. 19, the energy oscillations back
and forth between the resonators are evident. The frequen-

cies of energy oscillation for several system configurations,
including those in Figs. 18 and 19, are tabulated in Table V.
The table also shows the primary resonant frequencies of the
neck velocities and the differences between these, multiplied
by 1/2, as suggested by Eq.~28!.

As Table V shows, Eq.~28! still holds approximately
true for the present system. Note, however, that Eq.~28! was
derived in Ref. 1 assuming that (f H2 f L)! f H , which is not
a valid assumption here.

VII. CONCLUSIONS

It has been shown to be possible, using analytical meth-
ods, to accurately model the sound radiation from a system
of two coupled Helmholtz resonators, of which only one is
speaking. For more complicated systems and setups, where
one can no longer assume that all dimensions and relevant
distances are much smaller than the wavelength, numerical
methods are required to model the system.

The mutual impedance approach used in this work can
of course also be used for more complicated geometries,
where numerical methods must probably be used to deduce
sound field parameters.

The ‘‘reflection’’ impedance approach taken here can
also be used to model the influence of walls and other rigid
objects in the vicinity of a resonator, as well as the influence
of reflections from other resonators.

The theory developed here can easily be extended to
handle a system with several silent resonators. Also, it would
not be difficult to extend it to handling several speaking reso-
nators; however, the reciprocity measurement approach then
cannot be used.
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Sound propagation in rigid bends: A multimodal approach
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The sound propagation in a waveguide with bend of finite constant curvature is analyzed using
multimodal decomposition. Two infinite first-order differential equations are constructed for the
pressure and velocity in the bend, projected on the local transverse modes. A Riccati equation for the
impedance matrix is then derived, which can be numerically integrated after truncation at a
sufficient number of modes. An example of validation is considered and results show the accuracy
of the method and its suitability for the formulation of radiation conditions. Reflection and
transmission coefficients are also computed, showing the importance of higher order mode
generation at the junction between the bend and the straight ducts. The case of varying cross-section
curved ducts is also considered using multimodal decomposition. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1391249#

PACS numbers: 43.20.Mv@ANN#

I. INTRODUCTION

Because the study of the propagation in curved ducts
appears as a logical extension to the theory of the propaga-
tion of acoustics and electromagnetic fields in straight
waveguides, it has aroused a number of works and papers
~for a review in acoustics, see Rostafinski1!.

The most classical way of solving the problem is the
method of separation of variables,2–6 leading to the calcula-
tion of modes in the bend. In the sequel we will call this
approach the ‘‘bend mode method’’~BMM !. Indeed, for a
circular bend of rectangular cross section, and in particular
for a two-dimensional circular bend, the equations of motion
are known to be separable. However, for a bend of finite
length this solution must be joined to the wave solutions of
the adjoining straight ducts. To avoid the problem,
Krasnushkin,2 Grigor’yan,3 and others restricted themselves
to consideration of infinitely long bends. The case of a bend
joining two straight ducts was treated by Rostafinski,4

Cummings,5 and Osborne,6 by using the BMM.
The dispersion relation for bend modes involves Bessel

functions of noninteger order. In view of these difficulties
due to the implicit dispersion relation, approximations were
proposed. Krasnushkin2 adopted a perturbation method and
treated only the case of slightly bent tubes. Grigor’yan3 de-
veloped a method of power-series expansion of the expres-
sions involving the Bessel functions. Rostafinski4 restricted
his investigation to very low frequencies, and also expanded
the Bessel functions in terms of increasing powers of their
argument. Cummings5 considered only the propagation of
the plane wave mode, and Osborne6 used a simplified theory,
notably in considering only the propagating modes.

Methods different from the BMM have been used, such
as the Galerkin method~Tam7!, finite differences method
~Cabelli8! or more recently a method based on parabolic ap-
proximation~Dougherty9!. Such approaches permit to inves-
tigate more general cases than those, restricted, presented
previously, and are powerful to yield information. Neverthe-

less, generally, they do not allow a direct physical interpre-
tation, and are not always convenient for formulating radia-
tion conditions.

In this context we propose to formulate a multimodal
method~MMM ! to determine the wave propagation in two-
dimensional rigid circular bends of any dimension and at any
frequency. Such study for ducts of straight longitudinal axis
was done by Pagneuxet al.,10,11who proposed and used suc-
cessfully a multimodal method for calculating the wave
propagation in varying cross-section waveguides. Following
works done by Stevenson,12 Albertson,13 Roure,14 and
Kergomard,15 they constructed two infinite first-order differ-
ential equations for the components of the pressure and of
the axial velocity projected onto the normal modes. Then
they derived a new equation for the impedance matrix which
is numerically workable. Tam7 adopted a quite similar ap-
proach, using the local transverse modes to construct a set of
basis functions for calculating the solution of the Euler equa-
tions in a circular bend of constant cross section by the
Galerkin method. He gave a very interesting algebraic calcu-
lation of the reflection and transmission matrices. Results
were, on the other hand, limited to tables of values, without
particular applications. A similar algebraic approach is pre-
sented in the appendix.

In Sec. II of this paper, the modal method described
previously is formulated for circular bends of constant cross
section, pointing out the suitability of this approach for the
formulation of radiation conditions, and the possibility to
access rapidly to the impedance, and consequently to the
input impedance and reflection coefficient. A particular ex-
ample is treated in Sec. III, for which an analytical solution
can be found, allowing the proposed method to be validated.
Section IV presents several applications, showing the accu-
racy and advantages of the present method. Finally, in Sec.
V, the multimodal approach is extended to varying cross-
section curved ducts, and results are presented.

II. EQUATIONS AND BOUNDARY CONDITIONS

The general duct system to be analyzed here is shown in
Fig. 1; it consists of a two-dimensional circular bend whicha!Electronic mail: simon.felix@univ-lemans.fr
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joins rigid straight ducts. The parameters of the bend are its
overall angleu f , inner radiusR1 and width h. A source
generates sound upstream from the bend, and a radiation
condition is imposed at the outlet.

A. Formulation

Throughout this paper adiabatic lossless linear media
will be assumed. The acoustic velocityv̂ and the acoustic
pressurep̂ satisfy the equation of mass conservation

“"v̂52
j v

r0c0
2
p̂, ~1!

and the equation of momentum conservation

j v v̂52
1

r0
“ p̂, ~2!

the caret ‘‘ ˆ ’’ denoting dimensional quantities and time
dependence exp(jvt) being omitted. v̂ has components
( v̂ r ,v̂u), r0 is the density of air, andc0 is the speed of
sound.

The reference pressurer0c0
2 and velocityc0 are used to

reduce Eqs.~1! and ~2! to dimensionless terms, and we in-
troduce the frequencyk5v/c0, so that these equations be-
come

“"v52 jkp, ~3!

2 jkv5“p. ~4!

By eliminatingv r these equations give in the bend

2 jkrp5
]vu

]u
2

1

jk

]

]r S r
]p

]r D , ~5!

2 jkrvu5
]p

]u
. ~6!

Pressurep and axial velocityvu are now expressed using
infinite series

p~r ,u!5(
n

cn~r !Pn~u!, ~7!

vu~r ,u!5(
n

cn~r !Un~u!, ~8!

where Pn and Un are scalar coefficients, andcn are the
eigenfunctions obeying the transverse eigenproblem] r 2

2 cn

52an
2cn , with the homogeneous Neumann boundary con-

dition on the walls:

S ]cn

]r D
r 5R1 ,R11h

50, ~9!

and the orthogonality relation

E
R1

R11h

cm~r !cn~r ! dr5dmn . ~10!

These functionscn are

cn~r !5An cosS np

h
~r 2R1! D , ~11!

where

An5A22dn0

h
,

with the associated eigenvaluesan5np/h. They are the
classical transverse modes in a straight duct.

Following the matricial terminology, modal decomposi-
tions ~7! and ~8! will be written as

p5 tcP, ~12!

vu5 tcU, ~13!

whereP5(Pn)n>0 , U5(Un)n>0, andc5(cn)n>0 are col-
umns vectors.

Then, by projecting Eqs.~5! and~6! on the functionscn

~see Appendix A!, the following equations are obtained:

U85
1

jk
~C1KB!P, ~14!

P852 jkBU, ~15!

with matricesK, B, andC given by ~see Appendix B!

Kmn5~k22am
2 !dmn , ~16!

Bmn5E
R1

R11h

rcn~r !cm~r ! dr, ~17!

Cmn5E
R1

R11h

cn~r !cm8 ~r ! dr. ~18!

Because of the presence of evanescent modes~corre-
sponding tok22am

2 ,0), Eqs.~14! and~15! are numerically
unstable,10,11 and cannot be integrated directly. Therefore,
following Ref. 10, an impedance matrix is defined, fulfilling

P5ZU. ~19!

FIG. 1. Geometry of the duct system with bend and systems of coordinates.
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Thus, by substitutingP8 andU8 from Eqs.~14! and~15!
in the derivation of Eq.~19!, P85Z8U1ZU8, a Riccati equa-
tion for Z can be obtained:

Z852 jkB2
1

jk
Z~C1KB!Z. ~20!

This first-order differential equation allows us to obtain
the impedance matrix at the inlet, once the radiation condi-
tion ~i.e., impedance matrix! is given at the outlet.

B. Boundary conditions

A radiation condition downstream from the bend is de-
fined, which gives an initial condition for the Riccati equa-
tion ~20!. In the case of a bend terminated by a semi-infinite
straight duct, as shown in Fig. 1, the radiation impedance is
the characteristic impedance matrix, which is diagonal and
given by

Zcn
52

k

kn
, ~21!

where kn5Ak22an
2 for propagative modes, kn

52 jAan
22k2 for evanescent modes.

With this radiation conditionZ can be calculated every-
where in the duct, since it is governed by a first-order differ-
ential equation@Eq. ~20!#. To know the acoustic field, it is
then possible to apply a boundary condition upstream, char-
acterized as a known velocity or pressure, so once the im-
pedance is found the pressure or velocity can be calculated as
follows: we substitute Eq.~19! in Eq. ~15! @respectively,
~14!# to obtain

P852 jkBYP, ~22!

respectively,

U85
1

jk
~C1KB!ZU, ~23!

whereY is the admittance matrix (Y5Z21). Equation~22!
@respectively,~23!# can be integrated from the inlet to the
radiating end, givingP ~respectively,U). Afterwards the ve-
locity ~respectively, pressure! can be calculated, onceP ~re-
spectively,U) andZ are known. In contrast to direct numeri-
cal integration of Eq.~14! or Eq. ~15!, the integration of Eq.
~22! or Eq.~23! is numerically stable because of the presence
of the impedance matrix~see Ref. 10 for more details!.

C. Numerical procedures

The numerical procedure adopted here is the same as
used by Pagneuxet al.10 After truncation at a sufficient num-
ber of modes, the Riccati equation forZ is integrated down
to the inlet of the bend using Runge–Kutta algorithms, with
an adaptive step size.Z being stored on a grid of regularly
spaced points along the axis, the integration of Eq.~23! in
the opposite direction allows the calculation of the pressure
and velocity fields.

Just as any radiation condition can be easily considered
~except a tube closed by a rigid wall that necessitates putting
attenuation in the model!, the integration ofZ, U, andP can
be extended to any type of waveguide upstream from the

bend~see Appendix C!. In contrast, when using the BMM,
the formulation and computation of the continuity equations
at the discontinuity between the bend and a joined duct may
lead to mathematical and numerical difficulties~notably in
term of convergence, see Ref. 16!. More generally, joining
solutions developed on different basis of functions may be a
source of numerical difficulties. The iterative calculation of
the impedance matrix along a system of joined ducts avoids
such difficulties.

III. VALIDATION

To validate our method, we consider in this section a
particular case of propagation in a bend for which an ana-
lytical solution can be found: the propagation of the first
bend mode. The analytical and the multimodal approaches
are compared and discussed.

As mentioned above, the Helmholtz equation is sepa-
rable in the cylindrical coordinate system, and consequently
there exists solutions of the typep(r ,u)5R(r )Q(u). These
modes are characterized in the bend by a dimensionless wave
number called ~following Krasnushkin2! ‘‘angular wave
number.’’ For a hard-wall bend these angular wave numbers
may be real or pure imaginary numbers, corresponding, re-
spectively, to propagative, and evanescent modes. We can
thus sort them in decreasing order of their square values and
call the firstn0. In this paragraph, we are interested in cal-
culating the first bend mode, characterized byn0, in order to
validate our multimodal method with this solution.

A. Analytical solution

For any geometry of infinite bend, whatever its curva-
ture, the Helmholtz equation for the acoustic pressure can be
solved by separation of variables, to obtain the general solu-
tion

p~r ,u!5 (
n>0

~anej nnu1bne2 j nnu!@Ynn
8 ~kR1!Jnn

~kr !

2Jnn
8 ~kR1!Ynn

~kr !#, ~24!

obeying the homogeneous Neumann conditions (] rp50) on
the walls (r 5R1 andR11h). Angular wave numbersnn are
the solutions of the dispersion relation~see Krasnushkin2!

Jn8~kR1!Yn8~k~R11h!!2Jn8~k~R11h!!Yn8~kR1!50
~25!

for a given value ofk5v/c0, and whereJn andYn are the
Bessel functions of first and second kinds.

For a finite bend, expression~24! is also an exact ana-
lytical solution, but with boundary conditions at the inlet and
the outlet that have to be determined. This point is studied in
the following paragraph. In the sequel we will be interested
in the first bend mode

p~r ,u!5a0ej n0u@Yn0
8 ~kR1!Jn0

~kr !

2Jn0
8 ~kR1!Yn0

~kr !#, ~26!

and we want to validate the multimodal approach with this
known exact solution.
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B. Multimodal approach

As mentioned previously~Sec. II B!, we need an initial
condition for the Riccati equation~20!. We project the rela-
tion obtained from the exact solution~26!

]p

]u
5 j n0p ~27!

over the modescn to calculate the equivalent boundary con-
dition for the impedance at the outlet (u50):

Z52
k

n0
B. ~28!

At the inlet of the bend,P(u f) is given by projection of
Eq. ~26! over thecn . This yields:

Pn~u f !5Ana0ej n0u fE
R1

R11h

@Yn0
8 ~kR1!Jn0

~kr !

2Jn0
8 ~kR1!Yn0

~kr !#cosFnp

h
~r 2R1!G dr. ~29!

C. Results

The source frequency is chosen under the first cutoff
frequency in the bend; this cutoff frequencyk is the first
nonzero solution of

J08„kR1)Y08~k~R11h!…2J08„k~R11h!…Y08~kR1!50
~30!

~see Osborne6!. Figure 2 shows this cutoff frequency adi-
mensioned with the duct widthh, as a function ofR1 /h. It is
always larger thanp—the first cutoff in a straight duct—and
tends toward this value for extremely large ratioR1 /h, as
expected. In our case, the geometry of the bend will be given
by R1 /h50.5. This gives for the solutionkh of Eq. ~30! a
value of 3.27. We then take an overall angleu f5p/2 and a
frequency such thatkh5p/4, for which the angular wave
numbern0 equals 0.76.

Figure 3 shows the isopressure contours calculated using
respectively the exact analytical expression~26! and the
MMM, the pressure being in this case computed as described

in Sec. II C, with 17 modes. The results obtained by the
modal decomposition agree perfectly with those calculated
analytically @Eq. ~26!#. As an example of check, the multi-
modal approach gives a pressure field with modulus indepen-
dent of the axial coordinateu and with a phase independent
of r, as expected with expression~26!. The maximum range
compared to the mean value in both cases is less than
0.001%.

In order to measure the rate of convergence of the mul-
timodal method, the analytical result~26! is chosen as the
reference, and we define the error as follows:

e5S *0
u f*R1

R11hip2prefi2r dr du

*0
u f*R1

R11hiprefi2r dr du D 1/2

. ~31!

The errore is shown in Fig. 4: it decreases monotically as
more modes are introduced in the calculation. The conver-
gence follows a 1/N3.2360.1 law, N being the number of
modes taken into account in the calculation. Thus the solu-
tion of the modal approach rapidly converges on the exact
solution.

D. Conclusion of the validation

The multimodal method is validated, giving results in
almost prefect agreement with the analytical solution in the
example developed previously. Because this calculation is
not limited to particular values of the geometrical and fre-

FIG. 2. First cutoff frequency in an infinite bend, as a function of the ratio
R1/h.

FIG. 3. Contour of the real part of pressure in a bend for the first angular
mode, calculated~a! analytically, ~b! using the MMM (u f5p/2, h/R152,
kh5p/4).

FIG. 4. Convergence of the MMM. The logarithm of the error, log(e), is
plotted as a function of the number of modes for the same case as Fig. 3.
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quency parameters, it constitutes an interesting validation of
the multimodal method for bends of constant cross section.
Moreover the desired solution is a nontrivial solution consid-
ering our method, and has been calculated with very good
accuracy.

IV. APPLICATION

In this section we show an example of applications of
the MMM for the characterization of a particular bend,
which has been already characterized by an experiment and a
finite differences method calculation in the literature.8

The geometry consists in a bend joining two semi-
infinite straight ducts, as shown in Fig. 1, withu f52.62 and
h/R158. The pressure field represented in Fig. 5 with con-
tours of its real part is calculated with 15 modes, using the
procedure described in Sec. II C. A conditionPn5dn0 ~pis-
ton source! is imposed at a distance 2h upstream from the
bend, and the frequency of analysis is such thatkh53. This
frequency being under the first cutoff frequency, the plane
wave is the only propagating mode in the straight sections of
the duct system considered here. Thus we can see the distor-
tion of the pressure distribution profiles, and the influence of
the evanescent modes in the straight sections, even relatively
far from the junction with the bend.

The amplitude reflection coefficient for the plane wave
mode ~see Pagneuxet al.10 for details! is calculated at the
inlet of the bend in the duct system previously described and
is given in Fig. 6 as a function of the frequency parameter
kh, varying between 0 andp. The algebraic method pre-
sented in Appendix D gives similar results to our method, as
expected. Experimental and numerical results of Cabelli8 for
the same geometry are also reported. The multimodal
method gives results in good agreement with the experimen-
tal measurements. While the finite difference calculation of
Cabelli seems to give satisfying results for low frequency,
values near the cutoff are underestimated. As anechoic ter-
mination, Cabelli applied a boundary condition a distance
0.8h downstream from the bend, ensuring a lack of reflection
of the propagative modes and the first nonpropagative mode
only. Near the cutoff frequency, this condition may be too
limited. Furthermore, the calculation of the standing wave

ratio upstream from the bend implies that the wave is plane,
without significant evanescent modes, and this hypothesis
may cause considerable errors near the cutoff. Such errors
are avoided with the multimodal method, since a sufficiently
large number of evanescent modes can be taken into account,
in order to get accurate results.

V. VARYING CROSS SECTION CURVED DUCTS

In this section, the study initiated by Pagneuxet al.10,11

for two-dimensional varying cross section waveguides of
straight longitudinal axis is extended to curved ducts with
varying cross section, as shown in Fig. 7, where notations are
defined. A new Riccati equation is derived and we present
results obtained with this generalized formulation.

A. Formulation

The basis functionscn are now functions of bothr
andu :

cn~r ,u!5A 22dn0

R2~u!2R1~u!
cosS np

r 2R1~u!

R2~u!2R1~u! D .

~32!

FIG. 5. Contour of the real part of pressure in a duct withu f52.62 and
h/R158. A plane piston source of frequency such thatkh53 is placed a
distance 2h upstream from the bend. FIG. 6. Variations of the amplitude reflection coefficient with the frequency

kh/p. MMM ~plain line!, finite differences~dashed dotted line, from
Cabelli—Ref. 8!, experimental results~circles, from Cabelli—Ref. 8! (u f

52.62,h/R158).

FIG. 7. Geometry of the duct system with varying cross section curved duct
and notations.
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Furthermore, the boundary condition is now]np50 on the
hard walls. Paying attention to these remarks, we project
Eqs. ~5! and ~6! on the set of functionscn to find ~see Ap-
pendix E!

U85
1

jk
~C1KB!P2DU, ~33!

P852 jkBU1~E2D !P, ~34!

where

Dmn55
R282R18

R22R1
S 12

dm0

2 D for m5n

AmAn~~21!m1nR282R18!
m2

m22n2
for mÞn

~35!

and

Emn5AmAn~~21!m1nR282R18!. ~36!

Equations~33! and~34!, combined with Eq.~19!, lead to
the new Riccati equation:

Z852 jkB2
1

jk
Z~C1KB!Z1ZD2DZ1EZ. ~37!

We thus recognize Eqs.~14!, ~15!, and ~20! with addi-
tional terms. These terms are functions ofR18 and R28 , i.e.,
the variations of the cross section.

The same numerical procedures as described in Sec. II C
can then be used to calculate the acoustic field or the reflec-
tion coefficient matrix of such geometries.

B. Results

The duct system considered here is the ‘‘elephant’s
trunk’’ represented in Fig. 8. The widths of the two semi-
infinite straight ducts are such thathu /hd54 andR1 andR2

are given by

R1~u!5~hu2hd!S u

u f
D 3

2
3

2
~hu2hd!S u

u f
D 2

1Rm2
hd

2
~38!

and

R2~u!5~hd2hu!S u

u f
D 3

2
3

2
~hd2hu!S u

u f
D 2

1Rm1
hd

2
,

~39!

where Rm51.25hu and u f52.62. The pressure field~real
part! shown in Fig. 8 has been calculated using 20 modes,
and with a frequency such thatkhu53. A plane piston source
is imposed at the inlet of the trunk.

In order to measure the rate of convergence of the refor-
mulated method, the result obtained with 20 modes is chosen
as the reference, and we calculate the error~31! as a function
of the number of modes taken into account. The error is
shown in Fig. 9: The convergence follows a 1/N260.5 law, N
being the number of modes introduced in the calculation.
The convergence rate is lower than in the case of a constant
cross section, although it remains high, because the basis
functionscn do not satisfy the boundary condition of van-
ishing normal derivative. Furthermore, one should mention
that the convergence rate of an error based on derivatives of
the pressure would also decrease. Work is in progress to
improve the convergence by taking mixed basis of
functions.17

Moreover, we can see in Fig. 9 an unexpected behavior:
The addition of antisymmetric transverse modes~N even! in
the calculation seems to have no effect on the error, as if
their contribution to the solution was negligible, with the
exception of the first antisymmetric mode. This is probably
due to the nature of the coupling between the modes. We
recall that two ways of coupling are to be considered in such
geometry: One due to the curvature of the duct and the other
due to the varying cross section. The first may contribute to
generation of the first higher order modes only, the second
being then preponderant for the remaining higher order
modes. This latter is responsible for generation of symmetric
modes only, because of the nature of the source~a plane
piston! in our example. It may explain the weak influence of
the antisymmetric modes.

Reflection coefficient. For the trunk described previ-
ously, the amplitude reflection coefficient is calculated at the

FIG. 8. Contour of the real part of pressure in a trunk withu f52.62,
hu /hd54 andR1(u) andR2(u) given, respectively, by Eqs.~38! and ~39!
~see Fig. 7!. A plane piston source of frequency such thatkhe53 is placed
at the inlet of the curved part.

FIG. 9. Convergence of the MMM, in the case of the elephant’s trunk~see
Fig. 8!. The logarithm of the error, log(e), is plotted as a function of the
number of modes.
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inlet of the curved part (u5u f) and given in Fig. 10 as a
function of the frequency parameterkhu , varying between 0
andp.

As could be expected, the reflection coefficient tends
toward

Uhe2hs

he1hs
U50.6 ~40!

for khu50. This limit value corresponds to the low fre-
quency reflection coefficient of a section discontinuity in a
straight duct. As in the case of a circular bend, the effects of
curved ducts vanish at low frequency.

VI. CONCLUSION

A multimodal method for the calculation of the sound
propagation in bends has been formulated and validated. It is
suitable for any dimension of bend and in any domain of
frequency. In contrast to the bend mode method, the difficul-
ties related to the necessary calculation, for each frequency,
of the angular wave numbers are avoided. This approach is
also convenient both for the formulation of radiation condi-
tions and when considering junctions with ducts of various
geometries, such as straight waveguides with varying cross
section that have already been treated by modal
decomposition.10,11

The influence of the evanescent modes generated at the
discontinuities on both sides of the bend has been studied,
showing the importance of a method that takes into account
these evanescent modes.

The multimodal method has been successfully general-
ized to curved ducts with varying cross section, showing the
large field of applications of this method.

Work is in progress to formulate the multimodal method
to three-dimensional bends of circular cross section, in which
the wave equation is not separable.

APPENDIX A

We want to project the equation of momentum conser-
vation 2 jkrvu5]p/]u on the basis of functionscn . We
have, for anym>0,

2 jkE
R1

R11h

rvucm dr5E
R1

R11h]p

]u
cm dr. ~A1!

Using the series decomposition~7! and~8! of p andvu , Eq.
~A1! gives

2 jk (
n>0

S E
R1

R11h

rcmcn dr DUn5
]

]u
Pm , ~A2!

thus

2 jkBU5P8, ~A3!

with B given by Eq.~17!.
The procedure is the same for the equation of mass con-

servation~5!.

APPENDIX B

We give in this appendix the expressions for the matri-
cesB andC defined in Sec. II A@Eqs.~17! and ~18!#:

Bmn55 R11
h

2
for m5n

AmAnS h

p D 2

~~21!m1n21!
m21n2

~m22n2!2
for mÞn

~B1!

Cmn5H 0 for m5n

AmAn~~21!m1n21!
m2

m22n2
for mÞn.

~B2!

APPENDIX C

Considering the duct system of Fig. 1,Z, U, andP can
be calculated in the straight region upstream from the bend,
whereP andU satisfy10

P(S)5D1P(I )1D2ZcU
(I ) ~C1!

and

U(S)5D2Zc
21P(I )1D1U(I ), ~C2!

where the superscripts~I! and ~S! indicate, respectively, the
inlet of the bend and a point upstream, the two being distant
from d, as shown in Fig. 1,D1 and D2 are diagonal and
defined byD15cos(knd) andD25 j sin(knd). Substituting Eq.
~19! into Eq. ~C1! and definingD35 j tan(knd), we can ob-
tain a relation between the impedance at the pointSupstream
from the bend and its valueZ(I ) at the inlet:

Z(S)5D3~ I 1D2
21Z(I )~Z(I )1D3

21Zc!
21D2

21!Zc , ~C3!

whereI is the identity matrix. It is now possible to propagate
the pressure or velocity down the straight duct by using

U(I )5~2D2Zc
21~Z(S)2Zc!1e2 jknd!U(S) ~C4!

derived from Eqs.~C1! and ~C2!.

FIG. 10. Variations of the amplitude reflection coefficient with the fre-
quencykhu /p, calculated at the inlet of a trunk, as described in Fig. 8.
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Equation~C4! is greatly simplified in the semi-infinite
straight duct downstream from the bend, since the impedance
at each point is the characteristic impedanceZc .

APPENDIX D

An algebraic method for the calculation of the reflection
and transmission matrices, in the same manner as Tam,7 is
developed in this appendix.

The duct system studied is represented in Fig. 1, consist-
ing in a bend joining two semi-infinite straight ducts. The
incident and reflected waves in region~I! and the transmitted
wave in region~III ! can be written as follows:

p( i )5(
n

Pn
( i )cn~x!ej (vt2knz), ~D1!

p(r )5(
n

Pn
(r )cn~x!ej (vt1knz), ~D2!

and

p(t)5(
n

Pn
(t)cn~z!ej (vt2knh). ~D3!

In region ~II !, we deduce from Eqs.~14! and ~15! a
second-order differential equation forP:

P91B~C1KB!P50. ~D4!

A general solution of Eq.~D4! can be constructed in
terms of the eigenvaluesn1

2 ,n2
2 , . . . and eigenvectors

a1 ,a2 , . . . of the matrixB(C1KB):

P5XD~u!C11XD21~u!C2 , ~D5!

whereX5@a1 ,a2 , . . . #, D(u) is diagonal and given by

Dn~u!5ej nnu ~D6!

with

nn5HAnn
2 for propagative modes,

2 jA2nn
2 for evanescent modes,

~D7!

C1 and C2 are arbitrary constant column vectors. The term
XD(u)C1 in Eq. ~D5! corresponds thus to the right going
waves @toward region~III !#, while the second term corre-
sponds to the left going waves@toward the region~I!#.

We now match the solution for the pressure in the bend
and its normal derivative to the external solutions~D1!, ~D2!,
and ~D3!.

At u50,

P(t)5X~C11C2!, ~D8!

jkEP(t)5B21Xn21~C12C2!, ~D9!

and similarly atu5u f ,

P( i )1P(r )5XDC11XD21C2 , ~D10!

jkE~P( i )2P(r )!5B21Xn21~DC12D21C2!, ~D11!

with D5D(u f), E is diagonal and given byEn5kn /k, and
where thenth term of the diagonal matrixn is 1/j nn . We
haveB21Xn2152 jkHY, with H5 (1/jk)(C1KB) and Y
5Xn. Equations~D8!–~D11! thus become

P(t)5X~C11C2!, ~D12!

2EP(t)5HY~C12C2!, ~D13!

P( i )1P(r )5XDC11XD21C2 , ~D14!

2E~P( i )2P(r )!5HY~DC12D21C2!. ~D15!

The reflection matrixR and the transmission matrixT
are defined, respectively, byP(r )5RP( i ) andP(t)5TP( i ). We
find them by solving the set of equations above, taking care
to keep only the matrixD21 in the expressions ofR andT. D
is indeed a source of numerical problems, since terms such
as exp(A2nn

2u f) can be exceedingly large whennn
2 is large

and negative. We thus find

R52D21D̃, ~D16!

T54D21D21~EX2HY!21E, ~D17!

with

D5D21~EX2HY!21~EX1HY!

3D21~X211Y21H21E!1~X212Y21H21E!,

~D18!

D̃5~X211Y21H21E!1D21~EX2HY!21

3~EX1HY!D21~X212Y21H21E!. ~D19!

APPENDIX E

We give in this appendix useful elements to project the
two Euler equations~5! and ~6!, paying attention to the de-
pendence of the basis functionscn with u and to the correct
boundary condition

]p

]n
5

]p

]r
2

R8

R2

]p

]u
50. ~E1!

We use Leibniz’s rule to get the projection for]p/]u
and]vu /]u. From

E
R1

R2]p

]u
cm dr5E

R1

R2]~pcm!

]u
dr2E

R1

R2
p

]cm

]u
dr, ~E2!

we deduce

E
R1

R2]p

]u
cm dr5

]

]u S E
R1

R2
pcm dr D 2E

R1

R2
p

]cm

]u
dr

2R28@pcm#~R2!1R18@pcm#~R1!, ~E3!

which implies

E
R1

R2]p

]u
cm dr5Pm8 1DmnPn2EmnPn , ~E4!

with the matricesD andE given by Eqs.~35! and ~36!.
Moreover, when projecting] r(r ] rp) in Eq. ~5!, a term

@r (] rp)cm#R1

R2 appears. We calculate this term by substituting

Eq. ~6! into Eq. ~E1!, to obtain

]p

]r
52 jk

R8

R
u. ~E5!
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Finally, we have

F r
]p

]r
cmG

R1

R2

52 jkEmnUmn . ~E6!
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Tomographic inversion of geoacoustic properties
in a range-dependent shallow-water environment
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This paper presents a matched-field tomographic method to estimate the geoacoustic properties of
the ocean bottom for a range-dependent medium in shallow water. The inversion method has been
developed in order to interpret experimental data from the Haro Strait PRIMER sea trial. This
experiment was carried out in June ’96 and used low-frequency broadband signals that were
received on three vertical line arrays. Inversion of the data is particularly difficult because of the
complex bathymetry of the Haro Strait experimental site. For this inversion, a range-dependent ray
code was developed to solve the forward problem, allowing an arbitrarily layered bottom
environment. The inversion scheme is based on modeling the propagation time and the amplitude of
the recorded data, and a simple new cost function is proposed. The signal ray paths are identified
automatically using a simple process that compares calculated and measured travel times. Data from
multiple source positions are used to invert the range dependence of the geoacoustic model. The
environment is separated into segments, and within each segment the inversion is carried out layer
by layer for a multilayer geoacoustic model. Starting with the topmost layer, the range-dependent
thickness and sound speed are estimated via a Monte Carlo method. Inversion results are presented
for synthetic and experimental data from the Haro Strait sea trial. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1388000#

PACS numbers: 43.30.Cq, 43.30.Gv, 43.30.Pc@DLB#

I. INTRODUCTION

Matched-field~MF! inversion methods have been ap-
plied to estimate geoacoustic properties of the ocean bottom
from data obtained in various shallow-water
environments.1–6 The experiments have generally been car-
ried out with single vertical line arrays~VLAs!, and the in-
versions have used data from a specific source position to
estimate the local bottom properties near the array. The
model parameter estimates obtained from this type of experi-
mental geometry represent averaged values of the geoacous-
tic properties over the propagation range between the source
and array. In this paper, we describe a new broadband MF
inversion technique to estimate the geoacoustic properties of
range-dependent environments. The inversion method was
developed to process data from an experiment that was de-
signed to investigate geoacoustic MF tomography in shallow
water.

The MF tomography concept was first suggested by
Tolstoy7 for estimating geoacoustic profiles in range and
cross range. The experiment envisaged by Tolstoy required
multiple sources and arrays, with relatively large propagation
ranges, much greater than the water depth. For this condi-
tion, the signals received at the arrays are modal, and assum-
ing that the range dependence is adiabatic, the inversion can
be linearized.8 In our case, the experimental site imposed
significant constraints on the design of the experiments. The
propagation ranges were much shorter, less than two or three

times the water depth, and therefore the signals consisted of
multipath arrivals for specific acoustic paths. Consequently,
we have developed a nonlinear range-dependent inversion
method that is appropriate for ray-like data. The MF tomog-
raphy experiments constituted part of the Haro Strait
PRIMER Experiment, a multipurpose sea trial carried out in
June 1996 to study coastal ocean processes.9 The experi-
ments made use of a multiple vertical line array system that
was deployed at a site east of Vancouver Island at the north-
ern end of Haro Strait, as indicated in Fig. 1. Impulsive
sound sources generated by implosion of light bulbs were
deployed from a small research vessel around the perimeter
of the array system and within the area enclosed by the ar-
rays in order to provide the multiplicity of acoustic paths to
sample the bottom and subbottom in range, cross-range and
depth. A preliminary inversion was previously reported that
used the conventional single-source/single VLA geometry to
obtain estimates of the average geoacoustic properties be-
tween the source and the array.10 In this paper, the data from
a series of light bulbs deployed on a radial track from one of
the arrays are inverted to estimate the range dependence of
the geoacoustic properties along the radial. The data are in-
verted using a multistage, coherent broadband method that
matches measured and calculated travel times and magni-
tudes of the signals received at the array. A range-dependent
ray theory code is used to calculate the modeled signal times
and magnitudes. The method depends on the correct identi-
fication of specific acoustic travel paths, and an automatic
identification process was developed for this purpose.
The paper is organized in the following way. The experiment
is described in Sec. II. The multistage inversion method, in-
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chapman@uvic.ca
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cluding the ray-path identification process, is presented in
Sec. III. It is applied to synthetic data simulated for the Haro
Strait environment, and then to the experimental data in Sec.
IV. The estimated geoacoustic profile for the experimental
site is discussed at the end of Sec. IV. TheHARORAY ray
propagation code suited for the particularly complicated
bathymetry encountered in the Haro Strait sea trial is de-
scribed in the Appendix.

II. EXPERIMENT

The geoacoustic MF tomography experiment was part of
a collaborative sea trial that took advantage of a multiple
vertical line array data acquisition system that was deployed
south of Stuart Island in Haro Strait9 ~Fig. 1!. Each array
consisted of 16 hydrophones spaced at 6.25 m and a 1.5-kHz
tomography source, with a total aperture of 100 m as shown
in Fig. 2. The top hydrophone was approximately 30 m from
the sea surface, so that the VLA spanned only the top half of
the water column. The acoustic data were recorded at a sam-
pling rate of 1750 Hz, and stored on hard drives at the sur-
face float. The arrays were configured remotely for data ac-
quisition by an rf ethernet command link.

Low-frequency broadband sound signals were provided
by implosions of household light bulbs that were deployed
from the Canadian research ship CSS R. B. YOUNG using a
downrigger fishing line apparatus.9 The light-bulb signals
satisfied the two basic requirements for low-frequency sound
sources in this experiment:~1! a short, reproducible impulse
with adequate signal level to operate in the extremely high
ambient noise environment in Haro Strait~in excess of 110
dB!; and~2! a broadband signal within the 100–800-Hz band
defined by the data acquisition system. The waveform for a
70-m light-bulb implosion is shown in Fig. 3. The center
frequency is about 600 Hz, with a 3-dB bandwidth of about
300 Hz.9,11 Forty-five light bulbs were deployed at nominal
depths of 30, 50, and 70 m at the sites indicated in Fig. 1.
The implosion data were recorded in 20-s segments, follow-
ing a procedure to coordinate the shipboard operations with
the data acquisition process that was controlled in a shore
station on Vancouver Island at Sidney, B. C. Source depths
were estimated using the length of line deployed, and the
source position was measured using differential GPS. This
information provided approximate estimates~to within 4–5
m for the depth!; more accurate estimates were subsequently
obtained from analysis of the acoustic travel time data from
the light-bulb shot. The signal received at the southwest
~SW! array from one of the bulbs is shown in Fig. 4. Several
coherent signals from distinct acoustic paths are identified in
the figure.

In addition to the light bulb deployments, a number of
other tasks were also carried out on the CSS R. B. YOUNG to
provide ground truth information for comparison with the
acoustic inversions.

~i! The bathymetry of the region was surveyed using 38-
and 200-kHz echosounders and differential GPS navi-
gation over a detailed grid pattern; the bathymetry
~corrected for tidal variation! shown in Fig. 1 is accu-
rate within6 0.5 m.

~ii ! Samples of the bottom type~at the sea floor! were
obtained using a Shipek grab sampling device and a
trip corer at 13 sites within the area defined by the
arrays.

~iii ! The sound-speed profile in the water was measured
using a velocimeter immediately before and after the
light-bulb deployment period. The profile was essen-
tially independent of depth with an average value of
1482.5 m/s during the light-bulb experiments. The

FIG. 1. Local bathymetry of the experimental site. Location of the light
bulbs is indicated by the circles; squares indicate the position of the vertical
arrays.

FIG. 2. Schematic diagram of the bottom-moored array. The separation of
the two bottom weights was about 150 m, and the top hydrophone was about
30 m deep.

FIG. 3. Light-bulb wavelets(t) for a 70-m source depth.
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difference between the sound speeds at the top and
bottom of the water column was less than 0.5 m/s.

III. INVERSION METHOD

A. Principle

The objective of this inversion is the estimation of geoa-
coustic parameters such as sound speeds and depths of sub-
bottom layers in a range-dependent environment. In design-
ing an efficient and effective approach for MF inversion of
the Haro Strait data, there are several important consider-
ations: ~1! the bathymetry is strongly range dependent in
portions of the experimental site, particularly near the north-
east~NE! array; ~2! the data are broadband; and~3! there is
imprecise knowledge of the experimental geometry. In addi-
tion to these constraints imposed by the experiment there are
other significant factors that affect the design: the number of

model parameters to estimate in a range-dependent inversion
is very large, and the sensitivity of specific geoacoustic pa-
rameters is known to vary over several orders of magnitude.
In order to reduce the calculation cost, only the most sensi-
tive parameters are estimated in the inversion described here;
all others are fixed usinga priori information.

The first two constraints strongly affect the choice of the
propagation model. Since the data consist of coherent signals
from specific acoustic paths, our approach is based on ray
theory for calculation of acoustic field quantities. Ray theory
provides rapid computation of travel times and amplitudes
for constructing the broadband signal, and is relatively
straightforward to apply in range-dependent environments.
This approach has also been used by Porteret al.12 for the
analysis of INTIMATE96 data. The third constraint is sig-
nificant for the relatively high-frequency signal from the
light-bulb implosions, since the hydrophone and source po-
sitions must be known to within a fraction of a wavelength
~about 1 meter!.

The inversion makes use of data from multiple sources
deployed along a radial track from one of the VLAs to esti-
mate the range dependence of the geoacoustic properties.
Other investigations reported previously have suggested the
simultaneous inversion of geometric parameters and geoa-
coustic properties.4,13However, our experience with the Haro
Strait data has shown that it was not effective to invert for all
the different types of parameters at the same time. Instead,
our approach is to establish the experimental geometry first
in a separate inversion, and then invert for the geoacoustic
properties of the waveguide. The geoacoustic inversion itself
is decomposed into a sequence of steps. We assume that the
environment is separated into segments and within each seg-
ment the medium consists of homogeneous sediment layers
overlying a halfspace, as indicated in Fig. 5. In this figure,
the number of layers in the geoacoustic model is arbitrarily
set at two. The segment boundaries are defined by the loca-
tions of the light-bulb shots. In each segment, the sound

FIG. 4. Pressure signal recorded at the SW array~shot 29!. Hydrophone 1
represents the shallowest receiver and hydrophone 16 the deepest. The
acoustic paths are labeled at the top of the figure.

FIG. 5. Stratified geoacoustic ocean model. In this figure the range is measured from shot 3, the farthest shot from the array.
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speed and the interface slopes are constant, but can be dif-
ferent for each layer.

The sound speed in the water and the bathymetry of the
site were measured during the experiment and are assumed
to be known. Starting with the first segment~from the array
to shot 1 in Fig. 5!, the inversion estimates the experimental
geometry~ranges and source/array depths!. When the geom-
etry is known, the geoacoustic parameters are then estimated,
layer by layer, starting with the topmost layer and continuing
to the deeper layers, one at a time. In each step, the estimated
parameter values in the upper layers are used to obtain the
estimates for the values in the deeper layers. When the geoa-
coustic parameters in the first segment are known, the inver-
sion proceeds to estimate the parameters in the next segment
~between shots 1 and 2!. The process is carried out in the
same way: ranges and source depth are estimated first and
then the geoacoustic parameters, layer by layer. The range-
dependent inversion is thus obtained segment by segment,
assuming known values for the properties in all preceeding
segments.

B. Travel time and amplitude estimation

The experimental data recorded during the Haro Strait
experiment consist of multipath signals that are generally
well-resolved in time~see Fig. 4!. The inversion method has
been designed to make use of the travel time and magnitude
information in the multipath signals. Both quantities are es-
timated from the data by a simple processing scheme based
on the calculation of the averaged signal power, defined by

P5
1

T E
T
us~ t !u2dt, ~1!

whereT is a small duration of the recorded signals(t) ~a few
milliseconds!. Figure 6 presents the result of processing the
data for one of the sensors, usingT51.3 ms. The upper part
of the figure shows the acoustic pressure that was first up-
sampled by a factor of 4, and the lower part the result of the

averaged power estimation. The peak positions could be es-
timated to within 0.2 ms by this method.

C. Travel time and amplitude inversion

The inversion process is based on the correct identifica-
tion of the different acoustic paths between the source and
the array. The inversion compares the travel time~relative to
the travel time for the direct path! and magnitude measure-
ments for the different multipath signals with values calcu-
lated by ray theory for specific environmental models. The
positions of the sources and arrays were monitored during
the experiment, but not with sufficient accuracy. Conse-
quently, the first step in the inversion process is the estima-
tion of the experimental geometry: the depthRd,i and dis-
tanceLi to the source for thei th sensor, and the source depth
Sd . This first inversion is based on the travel time of the
signals that traveled only in the water. The recorded data
generally show six different signals that traveled via water
column paths: the direct~D!, the surface reflected~SR!, the
bottom reflected~B1R!, the bottom-surface reflected~B1SR!,
the surface-bottom reflected~SB1R!, and the surface-bottom-
surface~SB1SR! reflected path. The different ray paths are
illustrated in Fig. 7.

The inversion of the travel time data is realized by mini-
mizing a simple cost function

CFi~Rd,i ,Li ,Sd!5uDTu, ~2!

whereuDTu is the average of the modulus of the difference
between the measured and the calculated travel times for the
i th sensor. Since the implosion instants were not known, the
travel times were determined relative to the direct path ar-
rival time. The comparison between the synthetic and re-
corded travel time was done automatically using a simple
method to identify the acoustic paths. We defineTk

exp to be
thekth measured travel time for thekth multipath arrival and
N the number of measured arrivals, and similarly,Tl

th the l th
calculated travel time for thel th ray path andM the number
of calculated travel times. In order to identify the type of
acoustic path corresponding to each multipath arrival, we
first assume a geometry for the source and array, calculate
the travel times, and form the matrixQkl

% of the differences
between the measured and calculated travel times

FIG. 6. Estimation of the energy of a light-bulb implosion recorded on the
SW array. The top panel shows the measured time series, and the bottom
panel shows the integrated data over the time window.

FIG. 7. Travel paths between the source and the receiver. Additional paths
corresponding to the surface reflected paths for the subbottom reflections are
not shown.
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Qkl
% 5$uTk

exp2Tl
thu%.

The position~kth row andl th column! of the minimum value
of the Qkl

% matrix provides the connection between one ex-
perimental multipath arrival and one calculated travel time
~or ray path!: Tk

exp and Tl
th . In order to determine the con-

nections between the other measured and calculated travel
times, we remove thekth row and l th column of theQkl

%

matrix and repeat the minimization process described above
until all the different connections are established. The maxi-
mum number of connections is min$N,M%. For some sensors,
more than one arrival may have nearly the same travel times,
as for instance the BS and SB paths for channel 2 in Fig. 4.
This condition does not present a problem, since the method
identifies multiple elements in the same row with nearly
equal travel times.

This method provides the advantage of being totally au-
tomatic without requiring any external decisions. The cost
function CFi(Rd,i ,Li ,Sd) has to be minimized for each sen-
sor of the array.

When the experimental geometry has been determined,
the inversion process continues to the second stage to esti-
mate the range-dependent thickness and the speed of sound
in the first bottom layer. The inversion used two types of
rays, the bottom-reflected rays and the rays reflected at the
interface between the first and second layers, e.g., the B2R
path in Fig. 7. The travel time of the B2R path is sensitive to
both the thickness and sound speed of layer 1. However, the
magnitude of this path depends on the reflection coefficient
at the interface between layers 1 and 2. Since the geoacoustic
properties of layer 2 are unknown, the magnitude of the B2R
path cannot be taken into account at this stage of the inver-
sion process. On the other hand, although the travel times of
the rays reflected at the water bottom are insensitive to the
properties of layer 1, the magnitudes of the signals corre-
sponding to these paths~B1R, SB1R, B1SR, and Sb1SR!
depend on the reflection coefficient at the water/bottom in-
terface and are thus sensitive to the geoacoustic properties of
layer 1. The inversion is then realized by minimizing the cost
function

CF~H3,H4,Cp3!5uDTB1u•uDAWu, ~3!

whereTB1 is the propagation time of the waves traveled in
layer 1 andAW the magnitude of the waves traveled in the
water only. The identification of the different propagation
paths is determined by the same method as described previ-
ously for comparing measured and calculated travel times.

The estimation of the sound speed and the range-
dependent depth of the second layer is realized by the same
method, assuming that the geoacoustic properties of the first
layer are known. The cost function in this case is

CF~H7,H8,Cp6!5uDTB2u•uDAB1u, ~4!

whereTB2 is the propagation time of the waves traveled in
layer 2 andAB1 the magnitude of the waves traveled in layer
1.

The last step is the estimation of the sound speed in the
subbottom. Since the sound speed in the subbottom has no
effect on the propagation time of the different waves, the cost

function to minimize is based only on the magnitude of the
waves reflected at the subbottom, and is given by

CF~Cp9!5uDAB2u, ~5!

whereAB2 is the magnitude of the waves traveled in layer 2.
The inversion of the data for the second shot provides

estimates of the characteristics of the medium in the second
segment between shot 2 and shot 1~see Fig. 5!. The charac-
teristics of the medium between shot 1 and the array are now
assumed to be known~i.e., the layer depths H3, H4, H7, H8
and the sound speed Cp3, Cp6, Cp9 that have been estimated
previously!. The inversion technique is the same as that for
the first segment. The location of the sensors has to be de-
termined first and then the inversion continues with the esti-
mation of the sound speed and the thickness of each layer.
For each layer, the number of parameters to estimate is re-
duced to two~compared to three for shot 1! because the layer
depths~H3 and H7! at the location of shot 1 are now known.

The inversion can be carried out for several different
shots. However, the distance between each shot has to be
sufficient to provide adequate sampling in each segment of
the reflection coefficient at the water bottom by the seafloor
reflecting rays, and of the subbottom properties by the rays
transmitted into the sediment. In practice, sufficient sampling
can be obtained if the distance between thenth shot and the
array is about twice the distance between the (n21)th shot
and the array.

D. Minimization of the cost function

The minimization process is a hybrid method based on a
random process and the downhill simplex14,15 method. For
each inversion, the number of parameters to estimate is small
~three parameters maximum! but the inversion has to be as
efficient as possible because the process is repeated several
times, depending on the number of segments and layers in
the geoacoustic model. For each segment, one inversion has
to be done to determine the geometry for each sensor of the
array and three inversions for the estimation of the geoacous-
tic parameters in the synthetic example in Fig. 5.

The first step consists of globally sampling the model
parameter space by choosing 100 models at random, and
calculating the cost function for each set of parameters.
Then, the simplex method is applied to converge quickly to a
local minimum ~over a maximum of 50 iterations!, using a
simplex defined by the best solutions from the global search.
The process is repeated up to 10 times for a total number of
between 1000 and 1500 models investigated.

IV. RANGE-DEPENDENT INVERSIONS

A. Synthetic data

The inversion process has been tested with synthetic
data generated by a range-dependent ray code~HARORAY! for
homogeneous layered environments as shown in Fig. 5. For
the simulation, the water depth was 200 m, and the sound
speed was 1482.5 m/s. Three different shots have been used:
shot 1 at a range of 250 m from the vertical array, shot 2 at
a range of 500 m, and shot 3 at a range of 1000 m. The
vertical array consists of three sensors at depths of 60, 100,
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and 150 m. The source depth is 70 m. The signal has the
shape of a light-bulb implosion wavelet shown in Fig. 3. The
synthetic waveformsqi(t) at the different sensors of the ar-
ray are obtained by convolving the complex source wave-
form S(t) with the complex impulse responsegi(t) of the i th
sensor

qi~ t !5S~ t !* gi~ t !. ~6!

The imaginary part of the source waveform is estimated from
the Hilbert transform of the real parts(t) of the source~mea-
sured signal!. The complex signalS(t) is defined by

S~ t !5s~ t !1 iH @s~ t !#. ~7!

The impulse response is calculated with theHARORAY code.
The inversion estimates the nine sound speeds~Cp1 to Cp9!
and the eight layer depths~H1 to H8! shown in Fig. 5. Each
arrival was classified according to its propagation path~di-
rect path, bottom reflecting path, etc.!. The different travel
times and amplitudes were estimated with the method de-
scribed in Sec. III B. The inversion was realized by assuming
that the location of the different sensors was known with an
error of 625 m for the range and610 m for the source or
receiver depth.

The results for the three different shots are presented in
Table I. In order to compare the different solutions, the cost
functions were normalized, and the solution was expressed in
terms of an energy parameterE, defined by

E512
CF

min~CF!
, ~8!

where min(CF) is the minimum value of the cost function.
The energy parameter is always negative and the valueE
50 corresponds to the best estimation. However, the solu-
tion is generally nonunique since several different solutions
may have an energy close to zero. In that case, the solution is

given in terms of statistics defined by the mean value and the
standard deviation of the different solutions with energy
close to zero. It is then necessary to fix an energy limit above
which the solutions are acceptable. The limit depends on the
sensitivity of the parameters: in general, for less sensitive
parameters, the energy limit needs to be closer to zero. How-
ever, it is very difficult to determine an appropriate value in
practice, and some experimentation is necessary for each
problem. For this simulation environment, the limitEl

520.3 is adequate for the geophysical parameters andEl

524.0 for the location estimation of the sensors, since the
sensitivity of the geometrical parameters is much larger than
the sensitivity of the geophysical parameters. The solutions
for the estimated parameters are presented in Figs. 8, 9, and
10. The solid lines represent the mean value of the possible
solutions, and the dotted lines represent the true value in
each panel in the figures. The estimated value~mean value!
and the standard deviation is given above each graph. The
same inversion has been carried out with different signal-to-
noise ratios~SNR! of 20- and 10-dB, obtained by adding
zero mean white noise to the different waveformsqi(t). The
main effect of the noise is to modify the value of the travel
time and the energy estimated for each signal using the esti-
mation process described in Sec. III B.

The inversion results presented in Table I show that the
estimated parameter values are excellent for the noise-free
case, and still very accurate with a 20-dB SNR. The inver-
sion algorithm is able to reproduce the range variation of the
sound speed with an accuracy that strongly depends on the
noise level. The sediment layer depths are estimated within 1
or 2 m for low noise and within 5 m for a 10-dB SNR. The
accuracy of the geometric parameters is always good, even
with a 10-dB SNR. However, the precision of the estimates
of subbottom sound speeds~Cp7, Cp8 and Cp9! is generally
poor. The main characteristic of this inversion is that the

TABLE I. Inversion results of synthetic data.

Parameter True value

No noise 20-dB SNR 10-dB SNR

Estimated
value s.d.

Estimated
value s.d.

Estimated
value s.d.

Sd ~m! 70. 70.01 0.04 69.88 0.07 70.35 0.49
Rd ~m! 60. 59.94 0.04 59.91 0.10 58.84 0.38
Distance~m! 250. 249.99 0.07 249.75 0.19 248.42 0.85
Cp1 ~m/s! 1600. 1599.6 1.3 1598.4 1.4 1600.4 3.8
Cp2 ~m/s! 1610. 1610.0 0.4 1602.5 3.9 1610.3 13.5
Cp3 ~m/s! 1620. 1620.0 0.2 1621.9 0.3 1632.6 17.2
Cp4 ~m/s! 1750. 1751.5 1.9 1761.8 1.4 1754.3 0.9
Cp5 ~m/s! 1765. 1763.6 1.3 1754.2 6.2 1767.5 19.3
Cp6 ~m/s! 1780. 1779.4 0.1 1785.4 7.9 1784.1 42.4
Cp7 ~m/s! 2200. 2199.5 3.8 2192.3 39.1 2330.7 120.2
Cp8 ~m/s! 2225. 2225.3 1.3 2198.4 8.3 2304.6 121.9
Cp9 ~m/s! 2250. 2248.8 0.6 2282.4 23.7 2308.5 95.9
H1 ~m! 232. 230.3 1.3 233.1 1.1 238.4 5.6
H2 ~m! 236. 236.3 0.2 235.1 0.4 229.7 2.8
H3 ~m! 236. 235.8 0.1 235.7 0.1 240.6 2.0
H4 ~m! 240. 240.2 0.1 240.3 0.1 239.9 1.8
H5 ~m! 270. 269.2 0.8 267.8 1.3 268.1 2.1
H6 ~m! 273. 273.3 0.4 271.1 1.1 272.2 2.7
H7 ~m! 274. 274.0 0.1 273.8 0.3 272.7 2.7
H8 ~m! 278. 278.0 0.1 278.5 0.5 283.9 2.6
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estimation accuracy of the geoacoustic parameters decreases
with range. This effect is clearly shown in Figs. 9 and 10. For
the closer segments, the estimated values are accurate and
the distribution of solutions is narrow. Estimation accuracy
decreases and the width of the distribution increases with
increasing range of the segment. Nevertheless, the algorithm
has no stability problem and always quickly converges to a
solution or a set of possible solutions. Each simulation re-
quires less than 1 s~using a Pentium 200 MHz! and the
estimation of a set of parameters is made in around 10 or 15
min.

B. Experimental data

The inversion has been carried out using data from three
different shots that were received at the SW array~27, 29,
and 32; see Fig. 1!. The three shots and the array are aligned
approximatively in a plane. The SNR for the shot signals
ranged between 15 and 20 dB at the array, and the recordings
for all three shots show the six paths corresponding to propa-
gation in the water and three other paths from a subbottom
layer, as in Fig. 4 for shot 29. A geoacoustic model with one
sediment layer is appropriate for these data. The inversion

FIG. 8. Estimated source depth, receiver depth, and distance of one element of the array for the noise-free simulation.

FIG. 9. Estimated thicknesses for the noise-free simulation. The top four panels show the results for the first sediment layer, and the lower four panels show
the results for the second sediment layer.
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method described in Sec. III was applied to the data for the
three shots to estimate first the location of the array hydro-
phones and the source, and then the range-dependent sound
speed in the layer and in the subbottom, and the depth of the
layer. The bathymetric measurements from the experiment
were used for the water depths in solving the forward model,
and the sound speed of the water was set at the measured
value of 1482.5 m/s. The densities have been fixed at 1.7 in
the bottom layer and 1.9 in the subbottom.16

The inversion results are summarized in Fig. 11, and the
distribution functions for E are presented in Figs. 12 and 13.
The best inversion result is obtained for the estimation of the
experimental geometry, using the method described in Sec.
III B. The source and receiver depths were estimated with an
error less than 1 m, and the range estimation error was
around 5 m over a total distance of 1 km. Figure 12 and Fig.

13 ~top row! show that the sensitivities of the range-
dependent layer depths and the sound speeds in the first layer
are high, since the distributions of the different possible so-
lutions are relatively narrow. On the other hand, the sensitiv-
ity of the sound speed in the subbottom is very low and the
distribution is very wide, ranging between 2000 and 2500
m/s. Figure 14 shows a comparison between the recorded
data for shot 29~top! and the synthetic waveforms after in-
version ~bottom!. The data indicate strong reflections from
the sea bottom, and also comparatively strong reflections
from the subbottom layer. By comparing the plots in the
figure, the arrivals corresponding to the bottom-reflected
paths are very well estimated in terms of travel time, ampli-
tude, and phase, except for the path corresponding to the
SBS reflection~at 140 ms for channel 1!, which has a lower
energy than that for the recorded data. However, the relative
difference in signal strength between the bottom-reflected
and subbottom-reflected paths is not well modeled, although
the relative strength of the three subbottom-reflected paths
for the modeled signals is consistent with the data.

The fact that the subbottom-reflected paths and the
bottom-reflected paths have nearly the same energy provides
information about the impedance contrast at the two inter-
faces. The inversion algorithm can adopt two strategies to
model the data. With the densities held constant, the sound
speed in the sediment layer can be set to a high value, pro-
viding a high reflection coefficient for the bottom-reflected
paths and a low energy for the subbottom-reflected paths; or,
the sound speed in the layer can be estimated at a low value,
providing a good fit between the experimental and modeled
energies of subbottom-reflected paths but a high mismatch
for the bottom-reflected paths. The inversion algorithm con-
verges to a compromise between these two possibilities, se-
lecting bottom and subbottom reflection coefficients that

FIG. 10. Estimated sound speed for the noise-free simulation. The top three panels show the results for the first sediment layer, the middle three panels show
the results for the second sediment layer, and the lower three panels show the results for half-space.

FIG. 11. Range-dependent inversion results for the experimental data. A
subset of the acoustic paths for the farthest shot is shown in the figure to
indicate the ray coverage. Segment 1 is closest to the array.
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model the bottom-reflected paths well and provide a reason-
able fit for the later subbottom-reflected paths~after 100 ms
for channel 1!. Figure 14 shows a good fit in terms of propa-
gation time and phase between the experimental and syn-
thetic subbottom-surface~about 135 ms for channel 1! and
surface-subbottom~about 130 ms for channel 1! reflected

paths, but a mismatch occurs between the experimental and
synthetic subbottom reflected path. The inversion estimates
presented in Fig. 11 show that the slope of the subbottom
layer increases towards the array, a result that is consistent
with the measured seafloor slope. The sediment sound speed
in the two segments between shot 2 and the array are con-

FIG. 12. Estimated layer thicknesses for experimental data.

FIG. 13. Estimated sound speeds for experimental data. The top three panels show the estimates for the sediment layer, and the lower three panels show the
estimates for the half-space.
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sistent at about 1700 m/s. The estimated sound speed in the
corresponding layer of segment 3 is much lower than the
value of 1700 m/s. This result may be due to the reduced
estimated layer thickness. Also, the error is expected to be
largest for segment 3~between shot 3 and shot 2! since the
inversion for this segment depends on the estimates from the
two first segments, and since the density of rays is lowest in
the bottom layer for this segment. Figure 11 clearly shows
that the highest angle subbottom-reflected rays strike the in-
terface in segment 3 between the 350- and 450-m range. No
significant eigenrays are reflected on the subbottom interface
for the first 350-m range.

The estimated values in this inversion are based on a
homogeneous layer model. This constraint excludes the pos-
sibility that the relatively strong subbottom-reflected paths
could be due to refraction by gradients within the sediment
layers.

V. CONCLUDING REMARKS

In this paper, we have presented an inversion method
capable of estimating range-dependent geoacoustic proper-
ties. The method is based on the relative travel time and

magnitude measurements of the most significant signal
paths. A method for automatic identification of signal ray
paths was developed to improve the efficiency of the inver-
sion process. The inversion provides a measure of the confi-
dence limit of the estimate and indications of sensitivities.
The drawback of the method is that the errors in the esti-
mated values are cumulative, since the inversion for each
successive segment assumes known geoacoustic properties
from the inversions using the preceding segment. Modifying
the algorithm to update previously determined estimates is
possible, but at the cost of increasing the number of param-
eters that are estimated in the successive inversions. The in-
version method has been applied to synthetic waveforms and
experimental data from the Haro Strait sea trial. The main
results for experimental data have shown that the slope of the
subbottom layer can be determined with a relatively good
accuracy, and that the sound speed of the sediment layer is
uniform along most of the radial track. The observed uncer-
tainties in experimental data at around 15 dB are consistent
with those obtained for the simulation with SNR of around
10 dB.
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APPENDIX

HARORAY is a broadband 2D propagation model that
uses ray theory to predict the acoustic field in range-
dependent multilayered environments. This ray code has
been written to provide synthetic waveforms that simulate
the signals used in the Haro Strait experiment. The model
was developed for a single point source and a system of
many receivers aligned vertically. The sound speed of the
water column or of the bottom layers has to be homogeneous
versus depth but may change versus range.

FIG. A1. Proliferation of rays in a multilayered environment.

FIG. 14. Comparison between the recorded data for shot 29~upper panel!
and the calculated waveforms using the estimated model parameters~lower
panel!.
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The significant feature of theHARORAY code is the de-
termination of the different eigenrays that connect a source
point to a receiver point in terms of the propagation time,
amplitude, and phase of the ray. The presence of a multilay-
ered system implies a proliferation of rays at the different
interfaces, since each ray is divided into two parts at each
interface, providing a transmitted and a reflected ray. The
HARORAY code determines all the eigenrays over a range of
angles at the source point defined by a minimum and a maxi-
mum angle value. Starting with a given angleu at the source
point, theHARORAY code determines all the trajectories of
the initial ray that arrive at the receiver range as presented in
Fig. A1. Each trajectory is classified by a binary code de-
scribing the order of the reflections~0! and transmissions~1!
on the interfaces. For example, the binary code 010 corre-
sponds to a reflected-transmitted-reflected path. For a small
variation of the starting angleu1Du, the HARORAY code
computes the new trajectories. LetZu

i be the set of the dif-
ferent arrival depths corresponding to the starting angleu
and Zu1Du

j the arrival depths corresponding to the starting
angleu1Du. The eigenrays are determined by comparing
the receiver depth and the different values ofZu

i andZu1Du
j .

An eigenray is found each time a receiver point is located
between two arrival pointsZu

i andZu1Du
j , for rays with the

same trajectory class~same binary code!. A bisection method
is then used to find the exact starting angle betweenu and
u1Du, providing an arrival depth of the ray equal to the
receiver depth. The eigenray is defined by its starting angle
u l , its propagation timet l , its amplitudeAl , and its phase
f l .

The HARORAY code can calculate the transfer function
~complex field versus frequency! or impulse response be-
tween a source and a receiver. Elastic properties may be
taken into account in the calculation of the transmission or
reflection coefficient.
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Thin coating characterization by Rayleigh waves: An analytical
model based on normal-mode theory
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The acousto-optic technique to evaluate coated substrates, presented by Devolderet al. @Appl. Phys.
Lett. 68, 1732~1996!#, uses the phase dependence of the reflected beam on the coating parameters.
In this theoretical paper, a fully analytical model, based on normal-mode theory, is applied to this
problem. It gives a transparent expression for the phase shift between the reflected and the incident
field due to the presence of thin coatings~coating thickness much smaller than wavelength sound!.
The known numerical results from Fourier simulations, i.e. the phase dependency on the coating
parameters and the advantages of using higher frequencies and wider beams, are reproduced.
However, thanks to the analytical nature of the new theory, additional results are obtained. The
calculation time is reduced by two orders of magnitude, which is important for the inverse problem.
A technique for absolute thickness measurements is proposed. Measuring more to the right of the
second reflected maximum increases the phase sensitivity. The versatility of the normal-mode
approach is illustrated by applying it to other nondestructive testing~NDT! applications, such as
hardness determination and adhesion testing, which are briefly discussed. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1391242#

PACS numbers: 43.35.Ns, 43.20.Ks, 43.35.Pt, 43.35.Zc, 43.20.Mv@SGK#

I. INTRODUCTION

Ultrasonic methods have found a wide range of applica-
tion in the field of nondestructive testing~NDT!.1 For ex-
ample, thin opaque coatings, which cannot be examined by
conventional optical methods, constitute a fruitful topic of
acoustical research.2–6 Devolder et al.2,3,7 generate a Ray-
leigh wave by insonifying with a bounded beam a semi-
infinite substrate under its Rayleigh angle. When there is no
coating present, a reflected wave is observed which consists
of two parts:8 the specularly reflected part and a second part,
some what shifted in space and exponentially decaying in
amplitude; see Fig. 1. Moreover, these two waves are 180
deg out of phase and are separated by a zone with no distur-
bance, the so-called null zone.

An acousto-optic technique2,3 ~see Fig. 2! was devel-
oped to detect the phase of the reflected field. A laser beam
strikes the reflected acoustic field at normal incidence. Be-
hind the sound field, the laser beam has split up—due to the
acousto-optic effect—into different beams, each having a
different direction, amplitude, and frequency. The intensity
of their interference pattern behind the sound column is a
copy of the sound field.9 This intensity is recorded by a pho-
todiode, and by a comparison with the reference signal, it
provides the phase of the reflected field.

The presence of a coating changes this behavior drasti-
cally: the two reflected parts come closer and finally overlap
~the null zone disappears! and the phase difference between
them is no longer 180 deg. Attempts were made2,3 to corre-
late the observed phase change with the parameters of the

coating. These phase changes appear to be far more sensitive
to the coating parameters than the more conventional ampli-
tude information. In order to put these experimentally ob-
served facts onto a more firm theoretical base, a Fourier
beam model8 was used to describe the incident bounded
beam, in addition to the transfer matrix method10—modeling
the coating—to simulate numerically the reflected beam pro-
file and its corresponding phase difference. The numerically
predicted phase shifts agreed quite well with the observed
measurements.

However, the above theoretical model has some draw-
backs:

~i! It is a fully numerical theory. Therefore, there is no
transparent analytical formula which allows one to
isolate or understand the influence of all the different
coating parameters—like thickness, Young’s modulus,
Poisson ratio—on the phase shift. A numerical model
is also far more calculation time-intensive than an
analytical model. This slows down the inversion prob-
lem.

~ii ! The lack of a transparent analytical formula limits the
interpretation and possibilities of the acousto-optic
technique: it measures only relative changes in thick-
ness during a scan. Absolute thickness measurements
of the film from a single point measurement are not
possible. Also, the contributions to the phase shift due
to a sudden change of the surface height are not taken
into account.

~iii ! It does not provide one underlying principle which
explains the experimentally observed phenomenon,
that not only coatings, but also defects like hardness,
debondings, etc. give a similar phase change.

a!Research Assistant of the Fund for Scientific Research—Flanders~Bel-
gium!; electronic mail: filip.windels@kulak.ac.be

b!Research Assistant of the Flemish Institute for the encouragement of the
scientific and technological research in industry~I. W. T.!.
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~iv! It lacks a profound physical insight into the mecha-
nism why and how the reflected beam properties
change with the coating.

To overcome these problems listed above, ananalytical
expression for the reflected field is derived in the second
section, valid up to a first order, for thin coatings on a half
space. Instead of the Fourier method,2,3,8 the normal-mode
theory11–13 is used, not to be confused with the radiation
mode theory,14,15 which tackles similar problems in NDT.
Unlike the radiation mode theory, which decomposes the
Rayleigh wave into a continuous sum over radiation modes
~a typical kind of combination of incident, reflected, and
transmitted waves which constitute a radiation mode!, the
normal-mode theory considers the Rayleigh wave as a fun-
damental entity.11,12 This simplifies the mathematics consid-
erably, and for this reason the normal-mode theory is used in
the present work.

The normal-mode method describes the interaction of
the incident beam with the normal modes~also called eigen-
modes or resonances! of the considered structure. An analyti-
cal expression is derived for the reflected field from a liquid-
coating-substrate configuration in three steps in Sec. II.

First, in subsection II A, the considered structure is a
liquid–solid ~LS!, which supports a Rayleigh wave as nor-
mal mode, as was shown by Jia.11,12An analytical formula is
developed by means of normal-mode theory describing the
reflected field for incidence at or near the Rayleigh angle.

The reflected profile is shown to be highly sensitive to the
Rayleigh resonance properties.

Second, in subsection II B, the liquid–coating–solid
~LCS! structure is considered. Its normal mode still remains
a Rayleigh wave but now with altered properties due to the
small perturbing coat layer. The new characteristics of the
perturbed Rayleigh mode are determined.

Finally, the subsection II C deals with the interaction of
the incident bounded beam with the LCS structure, which
has the perturbed Rayleigh wave as normal mode. The inter-
action with this altered Rayleigh mode results in a modified
reflected field in comparison to the LS case. The obtained
analytical expression shows the separate influence of all the
different coating and beam parameters onto the reflected
field.

In Sec. III simulations, based on the developed analyti-
cal formulas, show the dependence of the phase on the coat-
ing and beam properties. Some additional applications are
also given.

Conclusions are presented in Sec. IV.

II. THEORY

A. The reflection of a bounded beam, incidenting at
or near the Rayleigh angle, on a liquid–solid
structure

The problem is considered to be two-dimensional as in
Auld.13 An incident Gaussian fieldui ~half-width w!, see Fig.
1, is considered with circular frequencyv, amplitudeUi ,
and x-projected half-widthw05w/cosu3, incidenting from
medium 3: a liquid~L! onto medium 1: the substrate~S!
under the angleu3 , equal or close to the Rayleigh angleuR

ui~0,x!5e2 ivtUi exp@2~x/w0!21 ik ix#, ~1!

whereki5k3 sinu3 is the component of the incidenting wave
number parallel to the substrate surface~the x component!
andk3 is the wave number in the liquid.

The incidenting field excites, according to normal-mode
theory, a normal mode of the considered LS structure. A
normal mode~or equivalently the terms eigenmode or reso-
nance are used throughout this work! for a general layered
structure is determined by its wave vector componentkx par-
allel to the interfaces; see Fig. 1. Thiskx of the normal mode
is defined as the zero of the denominator of the plane-wave
reflection coefficient of the considered layered structure.
Such a solution describes a field with reflection amplitude
infinity, which means that the reflected wave can exist~am-
plitude nonzero! even with a zero incident wave. So, this
solution represents a wave which can propagate without the
presence of a driving incident force: it is an eigenmode, nor-
mal mode, or resonance of the structure.

According to this definition, the eigenmode of the con-
sidered LS structure is the Rayleigh wave of the liquid–
substrate configuration.11,12 The amplitudean of the n-th
normal mode—in this case the Rayleigh wave—excited by
the incident beam, is described by11,12

]an~x!

]x
1~2 ikn1an!an52

v2Z3 cosu3unz* ~0!ui~x,0!

2Pn
, ~2!

FIG. 1. A Gaussian beam, incidenting here under the Rayleigh angle (u3

5uR), is reflected by the substrate into a profile containing two lobes,
separated by a null zone.

FIG. 2. The acoustic-optic technique to determine the phase in the reflected
wave.
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wherekn andan are thekx component and the leak rate of
the eigenmode,Z35r3v3d /cosu3 is the acoustical imped-
ance of the liquid,unz* (0) is the complex conjugate of the
amplitude of thez-component of the eigenmode at the sur-
face, andPn is the average modal power flow in thex direc-
tion, per unit width in they direction.

Integrating Eq.~2! from 2` to x, and substituting Eq.
~1! in it, yields

an~x!5e1 iknx2anx~2bni!Ui

3E
2`

x

dx8 e2~x8/w0!21anx8e1 i ~ki2kn!x8, ~3!

with

bni5
v2Z3 cosu3unz* ~0!

2Pn
. ~4!

Equation ~3! is a very important physical expression as it
shows that the growing of the Rayleigh wave amplitudean

along the excitation area is due to the overlap of the incident-
ing Gaussian profile with the exponentially decaying Ray-
leigh field, but there is aphase mismatchfactor ki2kn pre-
venting this energy transfer.

The boundary conditions, expressing the continuity of
the stresses and normal displacements over the boundary,
relate the incident, reflected, and Rayleigh wave irradiation
field to each other. By the appropriate substitutions11,12 a
final expression for the reflected field is obtained

ur~x,0!5ui~x,0!$12Aph exp@gn
2#erfc@gn#%, ~5!

with

gn52x/w01~h1 ip !/2, ~6a!

h5anw0 , ~6b!

p5~ki2kn!w0 , ~6c!

where erfc is the complementary error function.16 So, it is
seen that the reflected field is totally characterized by three
parameters:w0 the projected half width,h the parameter in-
troduced by Bertoni and Tamir,8 andp a dimensionless phase
mismatch factor.

The parameterh determines the two-lobe structure of the
reflected field.8 If h.0.5,p50, the reflected field consists of
two reflected lobes separated by a null zone without acous-
tical disturbance. Ifh is kept constant, butp starts to differ
from zero~which means that the incidence angle is no longer
equal to the Rayleigh angle! the null zone begins to disap-
pear. Also, the phase difference between the two zones is no
longer 180 deg. However, the same phenomenon was also
seen in a totally different experiment:2,3 keeping the angle
fixed but changing the coating thickness produced the same
effects.

These results are quite remarkable: insonifying the
liquid–substrate~LS! at an angle close to, butdifferentfrom
the Rayleigh angle of the substrate, gives the same kind of
reflected field as exciting a liquid–coating–substrate~LCS!
structure underpreciselythe Rayleigh angle of the substrate.
This symmetry is depicted in Fig. 3. So, changing the inci-
dence angle for the LS structure gives the same effects as

keeping the angle constant but increasing the thickness for an
LCS structure! The underlying mechanism of this intriguing
symmetry will be revealed in the next section.

B. The perturbed Rayleigh mode for the
liquid–coating–solid structure

The reason for the striking similarity discussed in the
previous subsection and visualized in Fig. 3, is to be found in
the meaning of the variablep. What does it mean? The phase
mismatch factorp is directly proportional to the difference
between the mode wave vector and the incident wave vector.
This difference can be influenced in two ways: first and most
trivially, by changing the incident wave vectorki @see Fig.
3~a!#. This occurs by altering the incidence angle. Alterna-
tively, however,p can be controlled by changing the modal
wave vectorkn . And this is just what happens when the
angle is kept constant but the coating thickness is changed:
the presence of a coating on the substrate alters the Rayleigh
resonance conditions and as a consequence thekn’s are
shifted @see Fig. 3~b!#.

The LCS structure, as considered from now on, still sup-
ports a Rayleigh wave as normal mode. But, the properties of
this Rayleigh resonance have changed in comparison to the
LS case. The task is to derive the modified resonance condi-
tions for the Rayleigh wave when there is a small coating
layer present. This is accomplished by a modification of the
reflection coefficient for the structure liquid–coating–
substrate~LCS!. To this end an approximation of the transfer
matrix,10 correct up to the first order in the coating thickness
d, was used. This expression can be found in the context of
adhesion models.17 The Appendix provides the necessary ex-
pressions. The new reflection coefficient will result into a
different resonance angle than we had for the LS structure.
The new resonancekx , the wave number component parallel
to the surface, is determined up to a first order ind.

The LCS configuration with all the corresponding sym-
bols is shown in Fig. 4:r i , v id , andv is are the respective
density, dilatational, and shear velocity of mediumi, ki and
k i are the respective dilatational and shear wave number of
medium i; u i andg i are the respective angles of the dilata-
tional and shear waves in mediumi.

FIG. 3. In part~a! of the figure, the reflection on the LS structure for an
incidence angle different from the Rayleigh angle is shown. The reflected
field has no real null zone anymore~compare to Fig. 1!. Part ~b!, on the
contrary, shows the reflection for incidence under the Rayleigh angle, but
this time for the LCS structure. The same kind of reflected field is observed.
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To find the eigenmodes of the LCS structure one needs
the expression~A1! for the LCS-reflection coefficient. Set-
ting the denominator equal to zero provides the dispersion
equation and its solution determines the eigenmode of the
LCS structure, i.e., the perturbed Rayleigh wave. The de-
nominatorN of the reflection coefficient in Eq.~A1! is

N~kx!5Zin1Z3 . ~7!

This can be rewritten formally as a power series, up to the
first order, in the small parameterd, the coating thickness,
and this denominator should be zero

N5N~o!~kx!1d N~1!~kx!50, ~8!

whereN(o) is the expression when the coating is absent, and
the second termN(1) is the first-order correction due to the
coating. This equation can be solved analytically by means
of a perturbation technique. Supposek̂x is the total solution
of Eq. ~8!, i.e., thex component of the Rayleigh wave num-
ber of the LCS configuration. As a consequence it can, ac-
cording to perturbation theory, be rewritten as

k̂x5 k̂x
~0!1dk̂x

~1! . ~9!

Substituting Eq.~9! into Eq. ~8!, using Taylor expan-
sions aroundk̂x

(0) and keeping terms up to the first order ind,
results in two equations

N~0!@ k̂x
~0!#50, ~10a!

k̂x
~1!52

N~1!@ k̂x
~0!#

]N~0!@kx
~0!#

]kx

. ~10b!

The zero-order part of the solution,k̂x
(0) , is given by the

Rayleigh solution for the LS structure@Eq. ~10a!#. The first-
order part is given byd times the expression in Eq.~10b!.

Now, the formal solution of Eq.~10b! is made more
explicit by rewriting N, this time given by Eq.~7! and the
further equations in the Appendix, into the form of Eq.~8!.
After some cumbersome but straightforward calculations, the
following result is obtained:

N~1!52 ir2v$12@r3c3 /~r2c2 cosu3!#21F2G%. ~11!

The functionF2 is given by Eq.~A6!, and the functionG,
independent of the coating, is

G5~v1d /v1s!
cos~2g1!sin~2g12u1!sing1

cos2 u1

3F12~v1s /v1d!
2 cosu1 cosg1

cos~2g1! G . ~12!

The goniometric functions in Eqs.~11! and ~12! can be ex-
pressed in terms of the wave number variableskx , as shown
in the Appendix. The physical meaning ofu i ,g i as refraction
angles is shown in Fig. 4. Also, the derivative ofN(0) in Eq.
~10b! can be rewritten as

]N~0!

]kx
5

vr1

k1
4Ak1

22~kx
~0!!2 F]NBT

]kx
G~ k̂x

~0!!, ~13!

with NBT the denominator as expressed by Bertoni and
Tamir:8

NBT~kx!5~2kx
22k1

2!224kx
2Akx

22k1
2Akx

22k1
2

1 i ~k1
4r3 /r1!

Akx
22k1

2

Ak3
22kx

2
. ~14!

This change in thekx component for the LCS configuration,
D k̂x , is found from Eq.~9!

D k̂x5dk̂x
~1! , ~15!

and with the aid of Eqs.~11! and ~14!, Eq. ~15! becomes

Dkx5
ir2vd$12@r3c3 /~r2c2 cosu3!#21@124~kx

~0!/k2!2~12~v2s /v2d!2#G%

@vr1/~k1
4iA2k1

21~kx
~0!!2!#@]NBT/]kx#~ k̂x

~0!!
. ~16!

Equation~16! is rewritten into an alternative more transparent expression. As the velocitiesv2s , v2d are not independent,
they are removed by use of the independent Lame´ constantsl212m25r2v2d

2 andm25r2v2s
2 . To extract the exact frequency

dependence ofDkx , Eq. ~16! is written as a function of the slownesssx5kx /v, sid5kid /v ( i P$1,2,3%), sis5k i /v
( i P$1,2%). The following expression is obtained:

FIG. 4. The liquid–coating–substrate structure and all its defined symbols.
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Dkx5

2v2dA2s1d
2 1~sx

~0!!2H ~11G!r22@r3c3 /~cosu3!#2
1

l212m2
24~sx

~0!!2G
m2~l21m2!

l212m2
J

r1v1s
4 F ]ÑBT

]sx
G ~ ŝx

~0!!

, ~17!

with

ÑBT~sx!5H ~2sx
22s1s

2 !224sx
2Asx

22s1s
2 Asx

22s1s
2

1 i ~s1s
4 r3 /r1!

Asx
22s1d

2

As3d
2 2sx

2J . ~18!

Equation ~16! or ~17! shows that the presence of the
coating, expressed by the proportionality tod, shifts the ini-
tial Rayleigh resonance valuekx to the new one,kx1Dkx .
As a result the phase mismatching factorp of Eq. ~6c!
changes even when the incidence angle is kept constant~and
equal to the Rayleigh angle of the LS configuration!. As a
consequence the same effects are observed as if there was no
coating present and only the angle was varied.

Once this remarkable symmetry is understood, it can be
fully exploited for coating characterization in the next sec-
tion.

C. The reflected beam from the liquid-coating-solid
structure

Equation ~5!, together with expressions~6b! and ~6c!,
shows that the reflected field for the LS configuration de-
pends strongly on the properties of the Rayleigh wave. As
the presence of a coating alters these Rayleigh wave param-
eters, Eq.~17!, the resulting reflected field for the LCS con-
figuration will also change.

The reflected beam for the LCS structure is given by Eq.
~5!, but with the phase mismatch factorp and theh factor
modified. Out of the definitions forp and h, respectively,
Eqs. ~6c! and ~6b!, and the correction to the resonance, Eq.
~16! or ~17!, one readily finds

p5p~0!2Re@Dkx#w0 , ~19a!

h5h~0!1Im@Dkx#w0 , ~19b!

wherep(0) andh(0) are the values for the LS structure. As-
suming incidence under the Rayleigh angle of the substrate,
one can putp(0)50. The reflected field, in terms of the new
h andp of Eqs.~19a! and ~19b!, can be expressed as

ur~x,0!5ui~x,0!$12Aph exp@~2x/w01~h1 ip !/2!2#

3erfc@2x/w01~h1 ip !/2#%. ~20!

III. SIMULATIONS

Before performing some simulations, it is very useful to
obtain a first-order expression for the phase of the reflected
beam as predicted by normal-mode theory.

The reflected field was given by Eq.~20! and can be
written in the form

ur5ui$12Ap~h01Dh!exp@gn
2#erfc~gn!%, ~21!

with

gn5gn01Dg, ~22!

gn052x/w01h0/2, ~23!

Dg5~Dh1 iDp!/2, ~24!

in Eq. ~24! is Dh5h2h(0) andDp5p2p(0). The phasef̃
of the reflected signalur(x), see the above Eq.~21!, is al-
ways defined relative to the referenceui(x)

f̃5ArgFur~x!

ui~x! G . ~25!

A first-order approximation of the phase can be derived.
By making a Taylor expansion, correct up to the first order in
Dg, of the exp and the erfc,16 one finds

ur5ui$12Aph0 exp@gn0
2 #erfc~gn0!1Ap exp@gn0

2 #

3@2~h0 /Ap!exp@2gn0
2 #Dg

22h0gn0Dg erfc~gn0!2Dh erfc~gn0!#%. ~26!

The first-order approximation to the phase,f, can then be
derived out of Eqs.~26! and ~25!

f5Arg@12Aph0 exp@gn0
2 #erfc~gn0!#

1h0

12Apgn0 exp@gn0
2 #erfc~gn0!

12Aph0 exp@gn0
2 #erfc~gn0!

Dp, ~27!

whereDp is defined by Eqs.~19a! and ~17!.
Armed with the expression for the phase predicted by

normal-mode theory, Eq.~25!, or its first-order approxima-
tion, Eq.~27!, a profound insight into the results of the next
subsections is available.

As the analytical solution is based on some approxima-
tions, the full Fourier theory has also been implemented. The
Fourier model makes no simplifications on the reflection co-
efficient and the transfer matrix. This was also done by
Devolder et al.2,3 With this model a numerical alternative
theory is at our disposal to check the results of the analytical
but approximated normal-mode expression.

A. Influence of the material parameters

In this section all the plots are done with the following
beam parameters:f 54 MHz, w54 mm, and the measure-
ment position for the phase is located at the second maxi-
mum of the reflected profile; see Fig. 1. Unless otherwise
mentioned, a water–copper–steel configuration is consid-
ered. The corresponding values for the material parameters
are listed in Table I. The incidence angle is the Rayleigh
angle for the water–steel configuration~30.9°!.
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1. Thickness

First, the influence of the Cu film thickness on the phase
is studied. Figure 5~a! displays this behavior. The phase
grows with growing coating thickness. For thicker coatings a
kind of saturation effect appears. So, the technique has a high
sensitivity to thin coatings. The range 0–40mm is shown
into more detail in Fig. 5~b!. The phase happens to grow
initially linearly proportional to the thickness. This was pre-
dicted by Eq.~27! and Eq.~17!. Starting from 20mm the
analytical model starts to overestimate the phase shift. An
idea of the discrepancies in Fig. 5~b! is given in Table II. Up
to coatings of 20mm the normal-mode theory agrees very
well with the Fourier model. The errors at higher thicknesses
are due to the fact that the approximations of the analytical
model break down whenkxd; f d is too high.

An important point can be made on the calculation time
for the two models. In Fig. 5~a! the calculation time for the
Fourier results amounts to 180 s, whereas the calculation
time for the normal mode results of Eq. 27 amounts to 1.8 s.
The simulations were both done on the same computer with
MATHEMATICA 4.0. The formulas provided by normal-mode
theory are, thanks to their analytical nature, very computa-
tionally efficient. This ease of computation is important for
the inverse problem: determining the coating thickness out of
the phase shift.

2. The density and the elastical constants

The dependence of the phase shift on the Lame´ con-
stants of the layer is depicted in Fig. 6. It is clearly seen that
the phase is far more sensitive to changes inm than to varia-
tions in l~lambda!. If the density is altered, the behavior
becomes that of Fig. 7. A constant shift proportional to the
density change is observed. This is understood from Eqs.
~27! and~17!. Changing the density does not affect the terms
in the elastical constants and as a consequence the plane of
Fig. 6 is just shifted upwards into that of Fig. 7.

B. Influence of the beam parameters

By adjusting the parameters of the incident beam, it is
shown in this section that the results of the previous section
can be highly optimized. All calculations are done for the
water–copper–steel configuration.

TABLE I. The material parameters of water~medium 3!, copper~medium
2!, and steel~medium 1! used in the simulations.

v3d 1480 m/s
r3 1000 kg/m3

v2d 4660 m/s
v2s 2260 m/s
r2 8900 kg/m3

v1d 5790 m/s
v1s 3100 m/s
r1 7900 kg/m3

FIG. 5. ~a! The phase5f(d2)2f(0) of the reflected profile, measured in
the second maximum at 4 MHz, as a function of the thickness. The dia-
monds give the prediction by the analytical model; the stars are the values
for the numerical Fourier model. Steps of 20mm from 0–360mm. ~b! The
phase5f(d2)2f(0) of the reflected profile, measured in the second maxi-
mum, as a function of the Cu-coating thickness. The diamonds give the
prediction by the analytical model; the stars are the values for the numerical
Fourier model. Steps of 2mm from 0–40mm.

TABLE II. The discrepancy in the phase shift calculated by the analytical
model and by Fourier theory for different coating thicknesses.

Thickness
~mm!

Analytical
~deg!

Fourier
~deg!

Error
~deg!

0 0.0 0.0 0.0
5 15.7 15.3 0.4

10 31.0 29.8 1.2
15 45.9 43.6 2.3
20 60.4 56.4 4.0
25 74.4 68.5 5.9
30 87.9 79.7 8.2
35 100.9 90.3 10.6
40 113.2 100.2 13.0

FIG. 6. The phase of the reflected profile,f(m,l)2f(mCu ,lCu), for a
coating of 5mm, measured in the second maximum at 4 MHz, as a function
of the Lame constantsl~lambda! andm. r58900 kg/m3, steps of 0.15mCu

and 0.15lCu . Bounds: (160.45)mCu ,lCu . The maximum error is 5 per-
cent with the Fourier model.
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1. The frequency

The influence of the frequency on the phase of the re-
flected profile is quite drastic. This can be seen in Fig. 8. The
general tendency is: higher frequencies cause higher phase
shifts. For frequencies up to 6 MHz, the two normal-mode
expressions for the phase, Eqs.~25! and~27!, coincide nicely
with the phase as defined by Fourier theory. This means, cf.
Eqs. ~27! and ~17!, that the phase depends quadratically on
the frequency. For higher frequencies, there is still a good
agreement between the general analytical expression for the
phase, Eq.~25! and the numerical Fourier one, although the
first-order approximation of Eq.~27! breaks down. Starting
from 20 MHz a saturation is observed. So, there is an upper
bound to the frequency in order to achieve a maximal phase
shift. The difference between the analytical and the Fourier
model is given in more detail in Fig. 9. The quadratic curva-
ture is nicely observed and it is also clear that the analytical
model slightly overestimates the Fourier theory. Some idea
of the error between the two theories: at 4 MHz the phase is
11.2° with an error of 1.3°, at 8 MHz the phase is 47.8° with
a corresponding error of 2.6°.

2. The measurement position in the reflected profile

At what position in the reflected profile should one mea-
sure the phase shift? That question is answered in Fig. 10.
When there is no coating present, one observes in the second

part of the reflected profile a phase shift of2180°. A coating
of 10 mm alters the phase significantly, as is seen in the
dashed curve. Moreover, it is seen that the further one mea-
sures along thex axis, the higher is the phase shift. This is an
important point as Devolderet al.2,3 did their measurements
in the second maximum~max! of the reflected field. As can
be concluded here this is not at all necessary, and one can
measure better even further away. It seems that the Rayleigh
wave, measured at a further located position, has propagated
over a longer distance through the coating and hence will
suffer from a higher phase shift. To optimize sensitivity, it is
good to keep in mind that by measuring two half-widths
further in the reflected beam, one can gain a phase shift
double as high!

However, the phase sensitivity cannot be raised continu-
ously, just by arbitrary measuring far away in the second
lobe. As the second lobe drops exponentially, one should
measure at a point in the secondary lobe where the signal-
to-noise ratio is still high enough. This ratio depends not
only on the present experimental noise level, but also on the
leak rate of the Rayleigh resonance as slowly decaying Ray-
leigh modes will generate an extended second lobe. So,
liquid–solid configurations supporting Rayleigh waves,
which reradiate over long distances, benefit the most from
measuring further away in the second lobe.

FIG. 7. The phase of the reflected profile,f (m,l,r513 900 kg/m3)2f
(mCu ,lCu ,rCu58900 kg/m3), for a 5-mm film, measured in the second
maximum at 4 MHz, as a function of the Lame´ constantsl~lambda! andm.
r513 900 kg/m3, steps of 0.15mCu and 0.15lCu . Bounds: (1
60.45)mCu ,lCu .

FIG. 8. The phase5f( f )2f(2 MHz) of the reflected profile, measured in
the second maximum at 4 MHz, as a function of the frequency for a coating
of 5 mm. The diamonds give the prediction by the analytical model@Eq.
~25!#; the stars are the values for the numerical Fourier model, and the
squares are the values for the first-order approximation of the analytical
phase@Eq. ~27!#. Steps of 2 MHz from 2–40 MHz.

FIG. 9. The phase5f( f )2f(2 MHz) of the reflected profile, measured in
the second maximum of a 4-MHz beam, as a function of the frequency for
a coating of 5mm. The diamonds give the prediction by the analytical
model; the stars are the values for the numerical Fourier model. Steps of 0.5
MHz from 2–10 MHz.

FIG. 10. The phase Arg@uR(x)/ui(x)# of the reflected profile, as a function
of the position. All data are obtained with the analytical formulas. The full
line gives the phase behavior when there is no coating present; the dashed
curve gives the phase when there is a coating of 10mm present. The max
tick denotes the position in the reflected profile where the amplitude is
maximal.
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3. The beamwidth

In Fig. 11 one sees the dependence of the phase on the
thickness for two beamwidths: 8- and 4-mm as half-width.
The phase was measured at the position of the second maxi-
mum for that beamwidth. The phase shift happens to be
higher for wider beams. The mechanism behind this obser-
vation is related to the phase which grows with the measure-
ment position along thex axis ~see Fig. 10!. As the second
maximum of the wider beam is located further away along
the x axis than the secondary maximum of the more narrow
beam, it will exhibit a higher phase shift.

C. Other applications

1. Absolute thickness measurements

The acousto-optic technique2,3 only measures changes in
thickness. In other words: it is impossible to measure at a
single point and to determine the thickness of the coating
over there. Only the changes of the thickness during a scan
from point to point are detected.

However, theanalytical formula from Eqs.~27! and~17!
gives a hint towards the solution of this problem. It is impor-
tant to understand how the phase difference between the ref-
erence signal and the detected signal occurs. This can be
seen from Fig. 12. The phasef measured at the detection
point is a sum of two contributions: one from the phase
accumulation along the propagation paths source-interface
~with length La! and interface-detection point~with length
Lb! which amounts tok3(La1Lb), and another shift due to
the reflection at the coat layer as defined in Eqs.~27!. The
total phase is

f~v!5
v

v3d
~La1Lb!1A~v!Dp~v!1B~v!, ~28!

with

A~v!5
h0@12Apgn0 exp@gn0

2 #erfc@gn0##

12Aph0 exp@gn0
2 #erfc@gn0#

, ~29!

and

B~v!5Arg@12Aph0 exp@gn0
2 #erfc~gn0!#. ~30!

An absolute thickness determination can be performed
by measuring the phasef1 at a first frequencyv1 and then
doing the same at a second frequencyv25bv1 , which gives
another phasef2 . With the aid of the analytical formula
~28!, one can construct the following linear combination of
the measured phases:

f22bf15A~v2!Dp~v2!2bA~v1!Dp~v1!

1@B~v2!2bB~v1!#, ~31!

which is independent of the propagation path and contains
only the coating information. With the definitionDp8
5Dp/d, one finds readily the absolute thicknessd

d5
f22bf12@B~v2!2bB~v1!#

A~v2!Dp8~v2!2bA~v1!Dp8~v1!
. ~32!

As a control to the accuracy of this formula, the follow-
ing experiment was simulated: the phase shift was calculated
with the Fourier theory for a 5-mm coating and a half beam-
width of 4 mm. This was done once for a frequency of 3.5
MHz and once for a frequency of 4.5 MHz~b51.29 in this
case!. With the aid of the analytical formula~32!, a coating
thickness of 5.16mm was found from a single point mea-
surement simulation.

The theoretical formulas, as developed by Devolder
et al.,2,3 did not take into account a small complication. In
the experiments with the acousto-optic technique2,3 only
phasechangesand the corresponding thicknesschangesdur-
ing a scan are measured. Therefore, samples were used
which had a zone without a coating, serving as a reference,
followed by a coated region. The phase shift when coming
from the uncoated zone onto the coated region provided the
thickness of the coating. However, for such samples, will the
coated zone be somewhat closer to the sound source and the
detection zone?~see Fig. 13!. This means that not only the
material parameters change but also the propagation path
source–receiver. This will result in an additional phase
change due to the shorter propagation path, as can be seen in
Eq. ~28!, which was not taken into account previously.

FIG. 11. The phase5f(d2)2f(0) of the reflected profile, measured in the
second maximum~for that beamwidth! at 4 MHz, as a function of the
coating thickness. All data are obtained with the analytical formulas. The
diamonds give the values for a beamwidthw58 mm; the stars are the
values forw54 mm, f 54 MHz, water–Cu–steel configuration. Steps of 1
mm from 0–20mm.

FIG. 12. Analysis of the phase shift between the incident and detected
signal.fa andfb are the phase shifts along the respective propagation paths
source-interface~with lengthLa! and interface-detection point~with length
Lb!. An additional phase shiftDf occurs due to the reflection at the water–
coating interface.
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To calculate this phase shift, it is easiest to consider the
case of a beam reflecting from the uncoated region and of a
beam reflecting from the coated zone, which lies a distanced
closer to the detection point than the uncoated area, as seen
in Fig. 13. An elementary calculation shows

Df52dk3 cosu352d~v/v3!cosu3 . ~33!

This expression~33! is only valid for insonification and de-
tection either above the uncoated region or above the coated
zone. This is because mode conversion at the up-step has
been neglected. A coating of thicknessd55 mm will pro-
duce a phase shift of 15°@Eq. ~27!#, but due to the changed
path length, there is an additional 8° shift@Eq. ~33!#, which is
a correction of 50 percent. So, the total shift in that case will
not be the theoretical 15°, given in Refs. 2, 3, but the 23°
which includes the effect of the raised upper surface.

Equation~33! has two implications: first, it quantifies a
possible source of noise for the phase determination: un-
wanted vibrations can move up and down the surface~which
means a change in the propagation pathLa1Lb!, which dis-
turbs the phase stability. Second, Eq.~33! shows that an in-
crease in height of the upper coating interface gives a posi-
tive contribution to the phase. But, the presence of the
coating also gives a positive change in the phase. So, when
one puts a coating on a substrate the two effects on the
phase, one due to the coating presence and the other due to
the increased height, will add up constructively and give a
higher resolution for such coatings.

2. Other NDT applications

The formalism of normal-mode theory, as expressed by
Eqs. ~19a!, ~19b!, and ~20!, predicts that not only coatings,
but every defect which alters the resonance conditionsDkx

of the considered normal mode, can be detected by this
phase-sensitive technique.

For example, the hardness of a solid also can be studied
by this method. As some hardness variations in some steel
types are mainly due to changes in density of the material,7 it
is interesting to study the sensitivity of the reflected phase to
the density of the solid substrate. The considered configura-
tion is water–steel, having the Rayleigh wave as normal
mode. The shift in Rayleigh resonance positionDkx due to

different density valuesr1 of the solid, was calculated from
Eq. ~14!. The corresponding phase was determined by for-
mulas~19b!, ~19a!, ~20!, and~25!.

The solid density, starting at 7900 kg/m3, was gradually
raised in steps of 0.5 percent up to a total amount of 4 per-
cent. The corresponding simulated phase shifts are shown in
Fig. 14. It shows that this Rayleigh phase technique is also
very sensitive to hardness variations.

A brief remark about another application: adhesion test-
ing. Coat layers, which are not rigidly bonded to the sub-
strate, can also be modeled by the normal-mode technique.
The weakened adhesion of the coating to the substrate, is
introduced17 by imposing a discontinuity on the stresses and
displacements at the interface film–substrate. This shift of
the stresses and displacements when crossing the interface
film–substrate, is mathematically modeled by an adhesion
transfer matrix17 which relates the stresses and displacements
at the bottom of the film to the stresses and displacements at
the upper face of the substrate. Hence, the reflection coeffi-
cient for an imperfectly bonded film to a substrate, is found
by multiplying the matrix describing the coating, Eq.~A5!,
with this adhesion transfer matrix.17 From the denominator
of the obtained reflection coefficient, the resonance position
as a function of the adhesion quality can be determined.
When there is a change in the adhesion status, the resonance
position shifts and due to Eq.~27! a different phase is de-
tected.

IV. CONCLUSIONS

The interaction of a bounded Gaussian beam with a thin
coating attached to a substrate has been studied before,2 both
experimentally and theoretically by a Fourier method. In the
present article the phenomenon has been studied theoreti-
cally by a normal-mode theory, which establishes for the first
time a transparent analytical formula for the reflected field
and its phase. The known Fourier results, i.e., that the phase
is extremely sensitive to the coating parameters~thickness,
density, and elastical constants!, and that the phase sensitiv-
ity can be enhanced by using wider beams and higher fre-
quencies, are recovered. Thanks to the analytical nature of
the normal-mode formulas, some new results are found.

FIG. 13. Phase shift between the detection point~det! and the reference
point ~ref!, due to the different propagation path, when the phase is mea-
sured either above the uncoated region or above the coated zone. FIG. 14. The phase of the reflected profile, measured in the secondary

maximum at 4 MHz, as a function of the density changes in the substrate.
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~i! Measuring more to the right of the second reflected
maximum improves the phase sensitivity.

~ii ! Absolute thickness determination from a single point
measurement is possible.

~iii ! The calculation time for the phase shift is reduced by
two orders of magnitude, which is important for the
inverse problem.

~iv! The physical mechanism behind the phase sensitivity
is understood as a change in the resonance conditions
of the Rayleigh mode due to the coating perturbation.

~v! Thanks to this interpretation provided by normal-
mode theory, every perturbation which alters the reso-
nance properties of the considered normal mode can
be detected by the resulting phase shift. Two ex-
amples, i.e., hardness determination and adhesion
testing, are briefly discussed.

ACKNOWLEDGMENTS

The authors wish to thank the Fund for Scientific
Research—Flanders~Belgium! and the Flemish Institute for
the encouragement of the scientific and technological re-
search in industry~I.W.T.! for their financial support, and the
reviewers for their valuable suggestions to improve this pa-
per.

APPENDIX: THE REFLECTION COEFFICIENT FOR
THE LCS STRUCTURE

The formulas given in this appendix come from the book
of Brekhovskikh.10 However, some errors were still con-
tained in their formulas for the LCS case, so the correct
expressions are listed here. Figure 4 shows the considered
configuration.

The reflection coefficient for the case with coating

R5
Zin2Z3

Zin1Z3
, ~A1!

whereZ35r3c3 /cosu3 is the impedance of the liquid, and
Zin , the input impedance of the CS configuration, is defined
as:Zin5 iA8/vB8 and

A85k1zM322 iv2r1Fcos~2g1!M332
v1s

2

v1d
2 sin~2u1!M34G

2@kxM322 iv2r1~sin~2g1!M33

1cos~2g1!M34!#
P

W
, ~A2a!

B85k1zM222 iv2r1Fcos~2g1!M232
v1s

2

v1d
2 sin~2u1!M24G

2@kxM222 iv2r1~sin~2g1!M23

1cos~2g1!M24!#
P

W
, ~A2b!

where the goniometric functions can be expressed in terms of
the wave number components

sinu15kx /k1 , ~A3a!

sing15kx /k1 . ~A3b!

The other goniometric functions can be derived with elemen-
tary goniometric relations. The ratioP/W

P/W52
kxA412k1zA421 iv2r1 cos~2g1!A432 iv2r1~v1s

2 /v1d
2 !sin~2u1!A44

k1 cosg1A411kxA422 iv2r1 sin~2g1!A432 iv2r1 cos~2g1!A44
. ~A4!

The symbols Mi j and Ai j are defined by: Mik5Aik

2Ai1A4k /A41 with i, kP$2,3,4%. TheA matrix can be found
in Brekhovskikh.10 To calculate the reflection exactly, one
needs to use that expression. This was done by Devolder2,3

and is also done here in the Fourier simulations as a means to
control the results of the approximated analytical theory.

However, under the conditions that the coating thickness
is negligible in comparison to the sound wavelengthkxd
.0, theA matrix simplifies to17,10

A5S 1 0 0 d/~rv2s
2 !

0 1 1d/~rv2d
2 ! 0

0 2rv2d 1 0

2rv2dF2 0 0 1

D ,

~A5!

with

F25124~kx /k2s!
2~12~v2s /v2d!2!. ~A6!
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Vibratory characteristics of multistep nonuniform orthotropic
shear plates with line spring supports and line masses
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A new exact approach for free-vibration analysis of multistep nonuniform orthotropic shear plates
with line spring supports and line masses is presented. The governing differential equation for free
vibrations of an orthotropic shear plate with variably distributed mass and stiffness is established. It
is proved that it is possible to separate a shear plate as two independent shear beams for
free-vibration analysis. Thejkth natural frequency of a shear plate is equal to the square root of the
square sum of thejth natural frequency of a shear beam and thekth natural frequency of another
shear beam. Thejkth mode shape of the shear plate is the product of thejth mode shape of a shear
beam and thekth mode shape of another shear beam. In this paper, the function for describing the
distribution of mass of each step plate can be selected as an arbitrary one, and the distribution of
shear stiffness is expressed as a functional relation with the mass distribution, and vice versa. The
exact solutions of one-step shear plates with varying cross section are obtained first for eight cases.
Then, the derived exact solutions are used to establish the frequency equation of a multistep
nonuniform orthotropic shear plate with spring supports and line masses using the transfer matrix
method and the recurrence method developed in this paper. The numerical example shows that the
calculated results are in good agreement with the experimental data, and the proposed procedure is
an exact and efficient method. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1387995#

PACS numbers: 43.40.At@PJR#

I. INTRODUCTION

Experimental results obtained from dynamic testing of
buildings ~e.g., Wang, 1978; Li, 1985; Liet al., 1994; Li
et al., 1996; Liet al., 1999; Jeary, 1997! have shown that for
many cases the shear deformation is dominant in the total
deformation of multistory frame buildings in their horizontal
vibrations. Such buildings are usually called shear-type
buildings. Korqingskee~1952! investigated the free vibration
of frame buildings that are considered as a multistep cantile-
ver shear beam, in which each step of the beam has constant
parameters~mass and stiffness!. Wang~1978! suggested that
frame buildings and other shear-type buildings could be
treated as a one-step cantilever shear beam with variably
distributed mass and stiffness along the height of a beam for
the analysis of free vibration. He derived the closed-form
solutions for such a problem. But, he assumed that the mass
of the shear beam is proportional to its stiffness. Li~1998!
recently proposed an exact approach to determine the dy-
namic characteristics of cantilever shear beams with variably
distributed mass and stiffness. In his study, the value of mass
of a shear beam is not necessarily proportional to its stiff-
ness. However, if a building has a narrow rectangular plane
configuration~narrow buildings!, B/L, 1

4, whereB andL are
the width and length of the rectangular plane, respectively,
the stiffness of each floor of the building cannot be treated as
infinitely rigid. Such a building may not be simplified as a
cantilever shear beam for free-vibration analysis. When ana-
lyzing free vibration of narrow buildings, it is reasonable to
regard such structures as a shear plate in which shear defor-
mation is dominant~Li, 2000!. Because the stiffness of such
a plate in thex direction in Fig. 1 is different from that in the

y direction, the shear plate considered in this paper is an
orthotropic shear plate with variably distributed stiffness and
mass.

In fact, there are very few equations of vibrating plates
with variable cross section where exact analytical solutions
can be obtained. An analytical approach for the vibration of a
simply support flexural plate with one change in thickness
was developed by Chopra~1974!. Guo et al. ~1997! found
the closed-form solutions for the free vibration of a stepped,
simply supported flexural plate with uniform thickness and
abrupt thickness changes. The concept of orthotropic shear
plates was developed and used by Beiner and Librescu
~1984!. They have presented an analysis of weight minimi-
zation for rectangular flat panels with fixed flutter speed. To
simplify the problem, a structural model that considers trans-
verse shear deformation only and neglects the bending stiff-
ness of the plate was adopted in their study. This has the
effect of reducing the linear partial differential equation for
this problem from the fourth to the second order. However,
Beiner and Librescu~1984! did not consider free-vibration
analysis of orthotropic shear plates. Wang~1978! derived the
exact analytical solutions for free vibration of cantilever
shear plates with uniformly distributed mass and stiffness.
However, it is obvious that the distributions of mass and
shear stiffness of most narrow buildings are actually not uni-
form, especially along the building heights. In general, the
variation of mass and stiffness along the longitudinal axis of
a narrow building~thex direction in Fig. 1! can be neglected
~Li et al., 1994!. Thus, it is assumed that the narrow build-
ings considered herein have uniformly distributed mass and
shear stiffness along the longitudinal axis, but variably dis-
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tributed mass and shear stiffness along the heights of the
narrow buildings. In this paper, the function for describing
the distribution of mass of each step plate can be selected as
an arbitrary one, and the distribution of shear stiffness is
expressed as a functional relation with the mass distribution,
and vice versa. Thus, an exact solution obtained herein actu-
ally represents a class of exact solutions for the title problem.
Exact solutions of one-step shear plates for eight cases are
obtained first. The analysis of free vibration of a nonuniform
multistep shear plate with spring supports and line masses is
a complex problem and the exact solution of this problem
has not been obtained previously. Use of the derived exact
solution of a one-step shear plate with variable cross section,
together with a transfer matrix method and a recurrence
method proposed in this paper, is presented in order to re-
solve this problem. Numerical example shows that the cal-
culated results are in good agreement with the experimental
data and it is convenient to apply the proposed method to
free-vibration analysis of elastically restrained shear plates
with varying cross section.

II. THEORY

In order to establish the differential equation for vibra-
tion of a multistep orthotropic shear plate~Fig. 1! in which
shear deformation is dominant, an infinitesimal plate element
is cut from theith step plate, as shown in Fig. 2. The size of
the element isdx3dy. The dynamic loading acting on the
element is q(x,y,t)dx dy. The inertial force is
2m̄ixy(]

2Wi /dt2)dx dy and the damping force is
2Cixy(]Wi /dt)dx dy, where m̄ixy , Wi , and Cixy are the
mass intensity~mass per unit area!, dynamic displacement in
the z direction, and viscous damping coefficient at the point
(x,y), respectively. The element shown in Fig. 2 is rotated
over an angle of 90°. According to the d’Alembert principle,
all forces acting on the element including the inertial force
should satisfy the equilibrium conditions. From( Fz50, we
obtain

]Qix

]x
1

]Qiy

]y
2Cixy

]Wi

]t
2m̄ixy

]2Wi

]t2 52q~x,y,t !, ~1!

whereQix and Qiy are the transverse shear forces in thex
direction and in they direction, respectively.

For free vibration,q(x,y,t)50. Considering that the ef-
fect of damping on the natural frequency, in general, is not
significant and settingCixy50, one thus obtains the govern-
ing differential equation for undamped free vibration of the
ith step orthotropic shear plate as follows:

]Qix

]x
1

]Qiy

]y
2m̄ixy

]2Wi

]t2 50. ~2!

The shear forces can be expressed as

Qix5Kix

]Wi

]x
, Qiy5Kiy

]Wi

]y
, ~3!

in which Kix andKiy are the transverse shear stiffness in the
x direction and in they direction, respectively.

Substituting Eq.~3! into Eq. ~2! yields

]

]x S Kix

]Wi

]x D1
]

]y S Kiy

]Wi

]y D2m̄ixy

]2Wi

]t2 50. ~4!

The method of separation of variables is adopted herein

Wi~x,y,t !5Xi~x!Yi~y!sin~vt1g0!. ~5!

It is assumed thatKiy is a function ofy; Kix andm̄ixy are
also functions ofy

Kiy5Ki1f i~y!, Kix5K2w i~y!, m̄ixy5m̄w i~y!, ~6!

i.e., it is assumed thatKix is directly proportional tom̄ixy .
Since the values ofKix andm̄ixy are mainly dependent on the
dimensions and materials of building floors, this assumption
is thus reasonable for most narrow buildings.

Substituting Eqs.~5! and ~6! into Eq. ~4!, one obtains

d

dy FKi1f i~y!
dYi~y!

dy G
Yi~y!w i~y!

52

K2

d2Xi~x!

dx2

Xi~x!
2m̄v2. ~7!

The left-hand side of this equation is a function ofy and the
right-hand side is a function ofx. Thus, the entire equation
can be satisfied for arbitrary values ofx and y only if both
sides are equal to a constant. It is assumed that the constant
is 2m̄u2; then, the following two independent ordinary dif-
ferential equations are obtained from Eq.~7!:

FIG. 2. An element of the shear plate.

FIG. 1. A multistep shear plate with a line spring support at upper edge of
the ith step plate.
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K2

d2Xi~x!

dx2 1m̄V2Xi~x!50, ~8!

d

dy FKi1f i~y!
dYi~y!

dy G1m̄w i~y!u2Yi~y!50, ~9!

in which

V25v22u2, v5AV21u2. ~10!

It is obvious that Eqs.~8! and ~9! are two governing equa-
tions of vibration mode shapes of two independent shear
beams. One is a shear beam in thex direction, whereK2 , m̄,
V are the stiffness, mass intensity, and circular natural fre-
quency of this shear beam, respectively; its boundary condi-
tions are the same as those of the shear plate in thex direc-
tion. The other one is a shear beam in they direction, where
Ki1f i(y), m̄w i(y), u are the stiffness, mass intensity, and
circular natural frequency of this shear beam, respectively;
its boundary conditions are the same as those of the shear
plate in they direction. The natural frequency of the plate is
equal to the square root of the square sum of the two natural
frequencies of the two shear beams. The mode shape of the
plate is the product of the corresponding two mode shapes of
the two beams. This suggests that a shear plate may be sim-
plified as two independent shear beams with the same bound-
ary conditions as those of the shear plate for free-vibration
analysis. The general solution of Eq.~8! is easily found as

Xi~x!5D1 sin
V

a2
x1D2 cos

V

a2
x ~ i 51,2,...,q!, ~11!

whereq is the number of steps divided, and

a25AKi2

m̄i
. ~12!

It is assumed thata2 is a constant. This assumption is rea-
sonable for many narrow buildings, because bothKi2 andm̄i

are mainly dependent on the dimensions and materials of the
ith floor of the building. Since the general solutions of
Xi(x) ( i 51,2,...,q) depend ona2 , which is a constant for all
steps,Xi(x) takes the same function for all steps. The sub-
script i in Xi(x) can be eliminated in the rest of this paper.

The frequency equation and mode shape in thex direc-
tion can be determined using Eq.~11! and the boundary con-
ditions in thex direction of the shear plate as follows:

~1! A shear plate with free–free~F–F! edges in thex direc-
tion. The boundary conditions for this case are given by

dX~x!

dx
50 at x50 and x5L. ~13!

Using the boundary condition atx50 and Eq.~11!, one
obtainsD150; then, the frequency equation can be ob-
tained from the boundary condition atx5L as

sin
V

a2
L50. ~14!

The kth circular natural frequency and mode shape are
found as

Vk5
a2~k21!p

L
k51,2,..., ~15!

Xk~x!5cos
~k21!px

L
. ~16!

~2! A shear plate with clamped–clamped~C–C! edges or
simply supported edges in thex direction.
The boundary conditions for this case are

X~x!50 at x50 and x5L. ~17!

Using Eqs.~11! and ~17! gives thekth circular natural
frequency and mode shape as follows:

Vk5
a2kp

L
k51,2,..., ~18!

Xk~x!5sin
kpx

L
. ~19!

~3! A shear plate with clamped–spring~C–S! edges and a
line mass is attached at the spring edge in thex direction.
If the edge atx50 is clamped, then the boundary con-
dition, X(0)50, is substituted into Eq.~11!, leading to
D250.
Since the edge atx5L is a spring-supported one with
line mass, the spring stiffness and the line mass intensity
~mass per unit length! areKuL andm̄L , respectively; the
boundary condition at this edge is

X8~L!52
KuL2mLV

2

K2
X~L!, ~20!

where

X8~L!5
dX

dxU
x5L

. ~21!

Using Eq.~20! one obtains the frequency equation as

tan
V

a2
L52

K2V

a2~KuL2mLV
2!

. ~22!

The kth mode shape in thex direction can be written as

Xk~x!5sin
Vkx

a2
, ~23!

in which Vk is thekth circular natural frequency of the
beam in thex direction.

~4! A shear plate with spring–spring~S–S! edges and line
masses in thex direction. If the opposite edges of a shear
plate in thex direction are spring-supported ones with
line masses, then the boundary conditions can be written
as

X8~0!52
Ku02m0V

2

K2
X~0!, ~24!
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X8~L!52
KuL2mLV

2

K2
X~L!, ~25!

whereKu0 andm0 are the spring stiffness and line mass
intensity, respectively, at the edgex50.

Using Eqs. ~24!, ~25!, and ~11! one obtains the fre-
quency equation of the shear beam in thex direction as fol-
lows:

V

a2
tan

VL

a2
2

KuL2mLV2

K2

5
Ku02m0V2

K2
F11

a2~KuL2mLV2!

VK2
tan

VL

a2
G . ~26!

Substituting thekth circular natural frequencyVk into Eq.
~11!, one obtains thekth mode shape of the shear beam in the
x direction.

As mentioned previously in this paper, the function for
describing the distribution of mass of each step plate along
the plate height can be selected as an arbitrary one, and the
distribution of shear stiffness is expressed as a functional
relation with the mass distribution, and vice versa. In order
to solve Eq.~9! the following functional transformations are
introduced:

Yi~y!5Yi~z!, m̄ixy5arbitrary function of y,
~27!

Kiy5m̄xy
21Pi~z!

or

Yi~y!5Yi~z!, Kiy5Kil f ~y!5arbitrary function of y,
~28!

m̄ixy5Kiy
21Pi~z!,

in which

z5E Kiy
21 dy. ~29!

Substituting Eq.~27! or Eq. ~28! into Eq. ~9! yields

d2Yi~z!

dz2 1u2Pi~z!Yi~z!50. ~30!

Sincez is a function ofy, y(z) is a functional expression; a
solution of Eq.~30! actually represents a class of solution.

The solutions of Eq.~30! depend on the expression of
P(z) ~in order to simplify the expressions of formulas, the
subscripti is eliminated in the following parts of this paper!.
Several important cases of the expression ofP(z) will be
considered and discussed as follows:

Case 1: P~z!5~a1bz!c. ~31!

Substituting Eq.~31! into Eq.~30! and then using the follow-
ing functional transformation:

h5~a1bz!1/2n, Y5hnV, n5
1

c12
, ~32!

leads to a Bessel equation of ordern.
The special solutions ofY(z) are found as

S1~z!5~a1bz!1/2Jn@a~a1bz!1/2n#, ~33!

S2~z!5H ~a1bz!1/2J2n@a~a1bz!1/2n#, n5a noninteger

~a1bz!1/2Yn@a~a1bz!1/2n#, n5an integer
~34!

in which

a254n2u2/b2, ~35!

and Jn and Yn are Bessel functions of the first and second
kind of ordern, respectively.

For a special case,c522, Eq. ~30! becomes an Euler
equation; the special solutions are

S1~z!5~a1bz!1/2sin@ā ln~a1bz!#
S2~z!5~a1bz!1/2cos@ā ln~a1bz!#J for 4u22b2.0,

~36!

or

S1~z!5~a1bz!~1/2!1ā

S2~z!5~a1bz!~1/2!2āJ for 4u22b2,0, ~37!

or

S1~z!5~a1bz!1/2

S2~z!5~a1bz!1/2ln~a1bz!J for 4u22b250, ~38!

in which

ā25
4u22b2

4b2 . ~39!

Case 2: P~z!5dzc. ~40!

This is a special form of case 1. The special solutions,S1(z)
and S2(z), can be obtained from Eq.~33! to Eq. ~39! by
settinga50 andb5d1/c.

Case 3: P~z!5a~11bz!c. ~41!

This case is an alteration of case 2. The special solutions are
given by

S1~z!5~11bz!1/2Jn@ā~11bz!1/2n#, ~42!

S2~z!5H ~11bz!1/2J2n@ā~11bz!1/2n#, n5a noninteger

~11bz!1/2Yn@ā~11bz!1/2n#, n5an integer.
~43!

If c522, then the special solutions are similar to those
given in Eqs.~36!, ~37!, and~38!.

Case 4: P~z!5a~z21b!22, a.0, b.0. ~44!

The special solutions for this case are found as

S1~z!5~z21b!1/2sinj
S2~z!5~z21b!1/2cosj, ~45!

where

j5S a1b

b D 1/2

arctan
z

b1/2. ~46!

Case 5: P~z!5a~z22b!22, a.0, b.0.

The special solutions for this case are

S1~z!5~b2z2!1/2sinj
S2~z!5~b2z2!1/2cosj, ~47!
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where

j5
1

2 S a2b

b D 1/2

ln
b1/21z

b1/22z
. ~48!

Case 6: P~z!52c@z22~a1b!z1ab#22. ~49!

The special solutions for case 6 are given by

S1~z!5uz2au~11g!/2uz2bu~12g!/2

S2~z!5uz2au~12g!/2uz2bu~11g!/2,
~50!

where

g25
4c

~a2b!2 11Þ0, aÞb. ~51!

Case 7: P~z!5aebz2c. ~52!

The special solutions for this important case are found as

S1~z!5Jn~lebz/2!, ~53!

S2~z!5H J2n~lebz/2!, n5a noninteger

Yn~lebz/2!, n5an integer
~54!

in which

l25
4u2a

b2 , a.0 ~55!

n25
4c

b2 , c.0. ~56!

If c50, thenn50.

Case 8: P~z!5k25constant. ~57!

This case represents a uniform plate. The special solutions
for this case are

S1~z!5sinkz, S2~z!5coskz, ~58!

or

S1~y!5sin
u

a1
y, S2~y!5cos

u

a1
y, ~59!

in which a15AK1 /m̄ and K1 is the shear stiffness of the
shear plate in they direction.

The complete solutions of theith step plate in they
direction can be written as

Yi~y!5Di1Si1~y!1Di2Si2~y!. ~60!

In order to establish the frequency equation and the equation
of mode shape of a multistep shear plate in they direction, a
transfer matrix method and a recurrence method are intro-
duced as follows.

A. Transfer matrix method

The displacementYi(y) and the shear forceQiy(y) can
be expressed as

F Yi~y!

Qiy~y!G5F Si1~y! Si2~y!

KiySi18 ~y! KiySi28 ~y!
G FDi1

Di2
G . ~61!

The relationship between the parameters,Yi(y) and Qiy(y)
at the two ends of theith step can be expressed as

F Yi1

Qi1
G5@Ti #F Yi0

Qi0
G , ~62!

in which

@Ti #5@S~yi1!#@S~yi0!#21,

@S~y!#5F Si1~y! Si2~y!

KiySi18 ~y! KiySi28 ~y!
G ,

Yi05Yi~yi0!, Yi15Yi~yi1!,

Qi05Qiy~yi0!, Qi15Qiy~yi1!.

@Ti # is called the transfer matrix, because it transfers the
parameters at the endyi0 to those at the endyi1 of the ith
step plate.

As is well known, the displacement and slope at all com-
mon interfaces of two neighboring steps are required to be
continuous

Yi05Yi 21,1, Qi05Qi 21,1 or Yi08 5
Ki 21,1

Ki0
Yi 21,18 ,

~63!

in which

Ki 21,15Ki 21,y~yi 21,1!, Ki05Kiy~yi0!.

Substituting Eq.~63! into Eq. ~62! leads to

F Yi1

Qi1
G5@Ti #@Ti 21#F Yi 21,0

Qi 21,0
G . ~64!

Using Eqs.~64! and ~63! repeatedly yields

F Yq1

Qq1
G5@T#F Y10

Q10
G , ~65!

in which

@T#5@Tq#@Tq21#¯@T1#. ~66!

@T# is a matrix which can be expressed as

@T#5FT11 T12

T21 T22
G . ~67!

The elements of this matrix can be determined from Eq.~66!.
If there are a line mass and a line spring attached to the

interface of theith step and thei 11th step~Fig. 1!, then the
displacement and shear force are required to satisfy the fol-
lowing conditions:

Yi 11,05Yi1

Qi 11,05Qi11~Ki2miu
2!Yi1

or

Yi 11,08 5
Ki1

Ki 11,0
Yi18 1

Ki2miu
2

Ki 11,0
Yi1, ~68!

where mi is the intensity of the line mass andKi is the
stiffness of the line spring. It can be seen from Eq.~68! that
if a line spring and a line mass are attached atyi1 , @Ti #
should be replaced by
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@Tmi#5F 1 0

Ki2miv
2 1G @Ti #. ~69!

The frequency equation can be established by use of Eq.~65!
and the boundary conditions as follows:

~1! A multistep shear plate with F–F edges in they direc-
tion.
The boundary conditions for this case are given by

Q1050 and Qq150. ~70!

Substituting Eq.~70! into Eq. ~65!, one obtains

FYq1

0 G5FT11 T12

T21 T22
G FY10

0 G . ~71!

From this equation we have

T21Y1050. ~72!

BecauseY10Þ0, one obtains

T2150. ~73!

This is the frequency equation of a multistep shear plate
~in the y direction! with F–F edges.

~2! A multistep shear plate with C–C edges in they direc-
tion.
The boundary conditions for this case are

Y1050 and Yq150. ~74!

Using Eqs.~65! and~74! gives the frequency equation as

T1250. ~75!

~3! A multistep shear plate with C–F edges in they direc-
tion.
If the edge aty50 is clamped, thenY1050. For the free
edge aty5H, we haveQq150.
Using Eq.~65! and these boundary conditions, one ob-
tains the frequency equation as

T2250. ~76!

~4! A multistep shear plate with C–S edges and with a line
mass at spring edgey5H in the y direction.
If the edge aty50 is clamped and the edge aty5H is a
line spring-supported one with a line mass, then the
boundary conditions can be written as

Y1050, Qq152~KuH2mHu2!Yq1. ~77!

The boundary conditions are substituted into Eq.~65!,
leading to the frequency equation

T221~KuH2mHu2!T1250, ~78!

in which mH andKuH are the line mass intensity and line
spring stiffness, respectively, attached aty5H.

~5! A multistep shear plate with S–S edges and line masses
at y50 andy5H.
The boundary conditions for this case can be written as

Q105~Ku02m0u2!Y10,
~79!

Qq152~KuH2mHu2!Yq1,

in which m0 andKu0 are the line mass intensity and line
spring stiffness, respectively, attached aty50.

Substituting Eq.~79! into Eq. ~65! yields the frequency
equation

~KuH2mHu2!@T111T12~Ku02m0u2!#

1T211T22~Ku02m0u2!50. ~80!

It is necessary to point out thatVk andu j obtained from the
frequency equation in thex direction andy direction are not
the circular natural frequencies of the shear plate in general
cases. The circular natural frequencies should be determined
from

v jk5Au j
21VK

2 . ~81!

The corresponding mode shape function,Zjk(x,y), can
be found from

Zjk~x,y!5Yj~y!Xk~x!, ~82!

whereXk(x) andYj (y) are thekth mode shape andjth mode
shape in thex direction andy direction, respectively.Xk(x)
can be found from Eqs.~16!–~26!. For a multistep shear
plate with C–F edges in they direction, as an example,Yj (x)
can determined using the following procedure:

~1! Setting i 51, Y1050, and Q1051 ~or any value!, and
substitutingu j into Eq. ~62!, one obtainsY11j andQ11j .

~2! Using Eq.~63! leads toY20j5Y11j , Q20j5Q11j and sub-
stituting Y20j , Q20j into Eq. ~62! one obtainsY21j and
Q21j .

~3! Repeating the above procedures yieldsYi1 j and Qi1 j ( i
51,2,...,q); then, substitutingYi1 j and Qi1 j into Eq.
~61!, one obtainsDi1 j and Di2 j . Thus,Yj (y) is deter-
mined. In general,Yi1 j andQi1 j are required only.

B. Recurrence method

In order to simplify the analysis for the title problem, the
linearly independent fundamental solutions,S̄i1(y) and
S̄i2(y), satisfy the following normalization condition at the
origin of coordinate system:

F S̄i1~0! S̄i18 ~0!

S̄i2~0! S̄i28 ~0!
G5F1 0

0 1G , ~83!

can be easily constructed by using the linearly independent
special solutions,Si1(y) andSi2(y) derived previously, and
the following matrix equation:

F S̄i1~y!

S̄i2~y!
G5FSi1~0! Si18 ~0!

Si2~0! Si28 ~0!
G21FSi1~y!

Si2~y!G . ~84!

In general, the mode shape function of theith step plate in
they direction can be expressed in terms of the fundamental
solutions as follows:

Yi~y!5Yi0S̄i1~y!1Yi08 S̄i2~y!, ~85!
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where Yi0 and Yi08 are the displacement and slope of the
displacement curve of theith step plate aty50, respectively;
the origin of the coordinate is set at the lower end of theith
step plate.

Substituting Eq.~68! into Eq. ~85! leads to

Yi~y!5Yi 21,1S̄i1~y!1
1

Ki0

3@Ki 21Yi 21,18 1~Ki 212mi 21u2!Yi 21,1#S̄i2~y!.

~86!

This is a recurrence formula. Using this formula andY1(y),
which has only one unknown parameter for any type of the
lower end of the first step, we can determine the mode shape
function of the i-th step (i 52,3,...,q), which has the same
unknown parameter as that in the expression ofY1(y).

The frequency equation of a multistep shear plate in the
y direction can be established by usingY1(y), Yq(y) and the
boundary conditions as follows:

~1! A multistep shear plate with F–F edges in the
y-direction.
The boundary conditions for this case are given in Eq.
~70!, and can be written as

Y1~y!5Y10S̄12~y!. ~87!

Using Eqs. ~87! and ~86!, one obtains Yi(y) ( i
52,3,...,q). The frequency equation of the shear plate in
the y direction is

Yq18 50. ~88!

~2! A multistep shear plate with C–C edges in they direc-
tion.
The boundary conditions for this case are the same as
those given in Eq.~74!. Y1(y) can be written as

Y1~y!5Y108 S̄12~y!. ~89!

The frequency equation is

Yq150. ~90!

~3! A multistep shear plate with C–F edges in they direc-
tion.
Y1(y) for this case is given by

Y1~y!5Y108 S̄12~y!. ~91!

The frequency equation is

Yq18 50. ~92!

It is necessary to point out that Eq.~92! is different from
Eq. ~88!. It can be seen from Eq.~91! that Y108 is an
unknown parameter in Eq.~92!, but Y10 is an unknown
parameter in Eq.~88!.

~4! A multistep shear plate with C–S edges and with line
mass at spring edge,y5H, in they direction.
Y1(y) for this case is

Y1~y!5Y108 S̄12~y!. ~93!

The frequency equation is

Kq1Yq18 1~KuH2mHu2!Yq150. ~94!

~5! A multistep shear plate with S–S edges and line masses
at y50 andy5H.
Y1(y) for this case is

Y1~y!5FS̄11~y!1
Ku02m0u2

K10
S̄12~y!GY10. ~95!

The frequency equation is the same as Eq.~94!.
~6! A one-step shear plate with C–F edges and line spring

supports, line masses at the (q21) intermediate lines in
the y direction ~Fig. 3!.
It is assumed that the fundamental solutions for this case
are S̄1(y) and S̄2(y). If the lower edge of the first seg-
ment is clamped,Y1(y) is given by

Y1~y!5Y108 S̄2~y!.

The mode shape of the other segments can be written as

Yi~y!5Y1~y!1(
j 51

i 21
1

Ky~yj 1!
~K j2mju

2!Yj~yj 1!

3S̄2~y2yj 1!H~y2yj 1!, i 52,3,...,q, ~96!

in which H(•) is a Heaviside function andS̄2(y) is the same
as S̄12(y).

The frequency equation is

Yq8~h!50, ~97!

or

S28~H !1 (
j 51

n21
1

Ky~yj 1!
~K j2mju

2!Yj~yj 1!S̄28~H2yj 1!50.

~98!

III. NUMERICAL EXAMPLE

A ten-story frame-light panel building is shown in Fig.
4. The mass of each story is lumped to the corresponding
floor. The masses in different stories are as follows:

FIG. 3. A one-step nonuniform shear plate with C–F edges and line spring
supports and line masses.~Note: the line masses are not shown in Fig. 3!.
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m154.78203105 kg;

m25m35m45m554.54483105 kg;

m65m75m85m954.31943105 kg;

m1054.10523105 kg.

The values of stiffness of different floors in thex direc-
tion are

GF157.34873109 N;

GF25GF35GF45GF556.98423109 N;

GF65GF75GF85GF956.37863109 N;

GF1056.30873109 N.

The values of stiffness of columns in different stories are

EI154.53403107 Nm2;

EI25EI35EI45EI554.30913107 Nm2;

EI65EI75EI85EI954.09543107 Nm2;

EI1053.89233107 Nm2.

The story height is a constant, h53.0 m. The distance
between the transverse frame is 6 m. The foundation of the
building can be treated as a line spring support; its stiffness
is found asKu057.861331011Nm21. The procedure for de-
termining the natural frequencies and mode shapes of this
narrow building is as follows:

~1! Determination of the mass intensity~mass per unit area!.
The mass intensity is equal to the mass of a story divided
by the length of the building and the story height, i.e.,
the mass intensity of the first story is

m̄15
4.78203105

5433
52.95193103 kg m22.

The mass intensity in the range from the second story to
the fifth story is

m̄252.80543103 kg m22.

The mass intensity in the range from the sixth story to
the ninth story is

m̄352.66633103 kg m22.

For the tenth story, we have

m̄452.53413103 kg m22.

The four-step distribution of the mass intensity is shown
in Fig. 5~a!. In order to apply the methods proposed in
this paper to the analysis of free vibration of this narrow
building, the four-step model and the one-step model are
considered, respectively, as follows:
The mass distribution of the one-step model can be de-
scribed by

m̄xy5m̄e20.1526~y/H !, m̄52.95193103. ~99!

The distribution described by Eq.~99! is denoted by the
dashed line shown in Fig. 5~a!.

~2! Evaluation of the shear stiffnessKx .
Kx is the value ofGF divided by the story height.
For the first story

K1x5
7.34873109

3
52.44963109 N m21.

FIG. 4. A narrow building.

FIG. 5. The distribution of mass and stiffness. Note: The solid lines repre-
sent the real distributions and the dashed lines represent the assumed expo-
nential distributions.
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For the range from the second story to the fifth story

K2x5
6.98423109

3
52.32813109 N m21.

For the range from the sixth story to the ninth story

K3x5
6.37863109

3
52.12623109 N m21.

For the tenth story

K4x5
6.30873109

3
52.10293109 N m21.

The four-step distribution ofKx is shown in Fig. 5~b!.
The stepped distribution ofKx is also represented by a
continuous curve. The continuous distribution ofKx is
described reasonably well by the following exponential
function:

Kx5K2e
20.1526~y/H ! K252.44963109. ~100!

~3! Evaluation of shear stiffnessKy .
Since the total number of transverse frames is ten, the
transverse stiffness of the first story is

D1y5F12EI1

h3 321
12~2EI1!

h3 G310

58.0603108 N m21.

For the range from the second story to the fifth story

D2y57.6603108 N m21.

For the range from the sixth story to the ninth story

D3y57.2803108 N m21.

For the tenth story

D4y56.9193108 N m21,

in which Diy ( i 51,2,3,4) is the total shear force of the
ith story caused by a unit story displacement.
Kiy ( i 51,2,3,4) is the value ofDiyh divided by the
length of the building

K1y5
8.0633

54
310854.4783107 N m21,

K2y54.2563107 N m21,

K3y54.0453107 N m21,

K4y53.8443107 N m21.

The four-step distribution ofKy is shown in Fig. 5~c!.
The stepped distribution ofKy is also represented by a
continuous curve, described by

Ky54.4783107e20.1526~y/H ! N m21.

Considering the effect of light panels on the structural
stiffness,Ky should be increased by 20%~Li, 1985; Li
et al., 1994!, so, it is changed to

Kyw5K1e
20.1526~y/H !, K155.3743107. ~101!

~4! Determination ofP(z).
From Eq.~27!, we have

P~z!5m̄xyKyw. ~102!

Substituting Eqs.~99! and ~101! into Eq. ~102! leads to

P~z!5m̄K1e
20.3052~y/H !. ~103!

Using Eq.~29! yields

z5
H

K1
e0.1526~y/H !. ~104!

Comparing Eq.~103! with Eq. ~104! gives

P~z!5~bz!22, b5~mK1!
1/2

K1

H
. ~105!

~5! Determination of the natural frequencies and mode
shapes.
Equation~105! has the same form as Eq.~40!, the case 2
discussed in the previous section; the special solutions
are the same as those given in Eq.~36! if a is set to zero.
The boundary conditions for this example are

Y8~0!5
Ku0

K~0!
Y~0!, Y8~H!50. ~106!

The frequency equation can be established by using Eq.
~106! and the complete solution expressed in Eq.~60!
including the special solutions for this case as follows:

Sb22
Ku0H

K~0! DSb2 sinj1j cosjD5jSb2 cosj2j sinjD, ~107!

where

j25
H2

4 S4m̄u2

K1
22.587431025D , b50.1526. ~108!

Solving Eq. ~107! yields j j ; substitutingj j into Eq.
~108! gives

u157.092, u2521.25, u3534.43, u4549.61.

Substitutingj j into the complete solution of mode shape
of the shear plate in they direction and using the boundary
conditions yields

Yj~y!5e~0.1526y/2H !Fcosj j

y

H
1S Ku0H

j jK~0!
2

b

2j j
D sinj j

y

HG .
~109!

Because the two opposite edges of this building in the lon-
gitudinal direction are free, the circular natural frequencies
and mode shapes in thex direction of the plate are given by
Eqs. ~15! and ~16!. Using Eq. ~15! gives thekth circular
natural frequency as

Vk5
910.95~k21!p

54
.

Settingk51,2,3,4, one obtains

V150, V2553.00, V35105.99, V45158.99,
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and thekth mode shape in thex direction as

Xk~x!5cos
~k21!px

L
.

It is necessary to point out that the natural frequencies and
mode shapes given above are not those of the shear plate.
The circular natural frequencies and mode shapes of the
shear plate representing the narrow building considered
herein are given by

v jk5Au j
21VK

2 , Zjk~x,y!5Yj~y!Xk~x!. ~110!

The natural frequenciesv jk and mode shapesZjk(x,y) de-
termined by Eq.~110! are corresponding to thejth mode
shape in they direction and thekth mode shape in thex
direction and are listed in Table I and shown in Fig. 6, re-
spectively.

If the four-step model and the transfer matrix method are
also adopted for free-vibration analysis of this building, then
the frequency equation in they direction can be established
from Eq. ~80! by settingKuH5m05mH50 as follows:

T111Ku0T2250, ~111!

in which T11, T22 are the elements of the matrix@T#

@T#5@T1#@T2#@T3#@T4#,

@Ti #5F sin
u

a i
yi1 cos

u

a i
yi1

Kiy

u

a i
cos

u

a i
yi1 2Kiy

u

a i
sin

u

a i
yi1

G
3F sin

u

a i
yi0 cos

u

a i
yi0

Kiy

u

a i
cos

u

a i
yi0 2Kiy

u

a i
sin

u

a i
yi0

G 21

,

~112!

a i5AKiy

m̄
. ~113!

By solving the frequency equation Eq.~111! and using
Eq. ~110!, the natural frequencies are found and also are
listed in Table I for comparison purposes. It can be seen from
Table I that the calculated results by using the two models
are almost identical.

The mode shapes of the shear plate in they direction can
be also determined by using the four-step model as follows:

For theith step plate, we have

TABLE I. The circular natural frequencies of the narrow building.

v i j v11 v21 v31 v41 v21 v22 v32 v42

One-step model 7.09 21.25 34.43 49.61 53.47 57.10 63.20 72.60
Four-step model 7.10 21.26 34.45 49.64 53.49 57.13 63.23 72.64
Measured results 7.29 21.40 34.82 49.99

v i j v13 v23 v33 v43 v14 v24 v34 v44

One-step model 106.23 108.10 111.44 117.03 159.15 160.40 162.62 166.55
Four-step model 106.26 108.14 111.47 117.08 159.19 160.43 162.67 166.59

FIG. 6. The mode shapes of the narrow building.
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F Yi1

Qi1
G5@Ti #@Ti 21#¯@T1#F 1

Ku0
G , ~ i 51,2,3,4!. ~114!

Substitutingu j in the expressions of@Ti #, Eq.~112!, into
Eq. ~114! yields the jth ( j 51,2,...) mode shape, which is
almost the same as that obtained by using the one-step
model.

We also calculated the natural frequencies and mode
shapes using the four-step model and the recurrence method
presented in this paper. It is found that all the calculated
results are almost the same as those determined by the same
model and the transfer matrix method.

The natural frequencies of this building measured by the
author~Li et al., 1994! are also listed in Table I for compari-
son purposes. It is clear that the calculated results are in good
agreement with the measured data.

IV. CONCLUSIONS

In this paper, an exact approach to determine the natural
frequencies and mode shapes of elastically restrained ortho-
tropic shear plates with arbitrarily distributed mass or stiff-
ness corresponding to several boundary conditions is pro-
posed. It has been shown that a shear plate can be divided
into two independent shear beams with the same boundary
conditions as those of the shear plate in analyzing its free
vibration. Thejkth natural frequency of a shear plate is equal
to the square root of the square sum of thejth natural fre-
quency of a shear beam and thekth natural frequency of
another shear beam. Thejkth mode shape of the shear plate
is the product of thejth mode shape of a shear beam and the
kth mode shape of another shear beam. The exact solutions
for free vibration of one-step shear plates with varying cross
section are derived for eight cases. Since the function for
describing the distribution of mass of a shear plate is an

arbitrary one and the distribution of shear stiffness is ex-
pressed as a functional relation with the distribution of mass,
and vice versa, an exact solution presented in this paper for
each case actually represents a class of exact solutions for the
title problem. The derived exact solutions of one-step shear
plate are used to establish the frequency equation of a mul-
tistep orthotropic shear plate with spring supports and line
masses by using the transfer matrix method and recurrence
method. The numerical example shows that the calculated
natural frequencies and mode shapes of a narrow building
are in good agreement with the measured data, and the pro-
posed procedure is an efficient and exact method.
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Mode isolation: A new algorithm for modal parameter
identification
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Multiple degree of freedom~MDOF! algorithms are the dominant methods for extracting modal
parameters from measured data. These methods are founded on the notion that because the response
of a linear dynamic system is the sum of many modal contributions, the extraction technique must
deal with all of the modal parameters in a simultaneous fashion. The Mode Isolation Algorithm
~MIA ! described here is a frequency domain formulation that takes an alternative viewpoint. It
extracts the modal parameters of each mode in an iterative search, and then refines the estimation
of each mode by isolating its effect from the other modal contributions. The first iteration estimates
modes in a hierarchy of their dominance. As each mode is estimated, its contribution is subtracted
from the data set, until all that remains is noise. The second and subsequent iterations subtract the
current estimates for all other modes to identify the properties of the mode under consideration. The
various operations are described in detail, and then illustrated using data from a
four-degree-of-freedom system that was previously used to assess the Eigensystem Realization
Algorithm ~ERA! and Enhanced ERA. Eigenvalues and mode shapes are compared for each
algorithm. Another example analyzes simulated data for a cantilever beam with three suspended
one-degree-of-freedom subsystems, in which the parameters are adjusted to bring two natural
frequencies into close proximity. The results suggest that MIA is more accurate, and more robust in
the treatment of noisy data, than either ERA version, and that it is able to identify modes whose
bandwidth is comparable to the difference of adjacent natural frequencies. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1385902#

PACS numbers: 43.40.At, 43.20.Ks@CBB#

I. INTRODUCTION

Based on the assumption that measured data match the
response of a linear mechanical system, experimental modal
analysis seeks to identify the underlying modal structure.
Such a response has a set of undetermined parameters that
must be found by a ‘‘best fit’’ of the assumed solution to the
data, which may be in either the frequency or time domain. A
critical aspect of extracting modal parameters using multiple
degree of freedom methods is identification of the number of
modes contained in the system response. If the model order
is assumed to be smaller than the true number of modes in
the system, the number of modes found by the algorithm will
be truncated and incorrect parameters will be ascribed to the
identified modes. On the other hand, if the number of modes
is assumed larger that the true number of modes, then there is
the possibility of the creation of artificial modes or numerical
instability.

Allemang et al.1 provide an overview showing that
many of the modal parameter extraction techniques share a
common mathematical form. In each of the modal parameter
extraction algorithms, it is difficult to determine if the choice
of model order is an underestimation or an overestimation of
the true number of modes. Many algorithms provide an error
metric that compares the measured data to predicted values
calculated from the assumed solution evaluated with the
modal parameters identified by that algorithm. The magni-
tude of the error is then used to gauge the success of the
extraction process. This, however, can be misleading, be-

cause it is possible for incorrect modal parameters to have a
small error. In other words, a small error estimate merely
implies that the modal parameters that were found corre-
spond well to the measured data.

An example of the difficulties encountered in finding the
number of modes contained in the system can be seen in the
eigensystem realization algorithm~ERA! developed by
Juang and Pappa.2 This extraction strategy, which is derived
from a control and systems identification viewpoint, has be-
come a widely accepted approach. The method was initially
developed as a time domain based algorithm; Juang and
Suzuki3 extended the ERA method to extract modal param-
eters from frequency domain test data. In ERA, because the
model order is unknown, the number of modes is typically
overestimated, and the irrelevant modes are truncated based
on the information provided by a singular value decomposi-
tion. Doeblinget al.4 investigated the effect of overestimat-
ing the system order. They showed that the addition of data
might not lead to an improved approximation because some
modes might ‘‘split’’ into two modes as the model order is
increased. In addition, the accuracy indicators showed high
confidences in both the single and split modes. This means
that the ERA error metrics would conclude that both solu-
tions were correct. Thus, increasing model order might lead
to multiple seemingly correct solutions, rather than conver-
gence to a unique solution.

Other modal parameter extraction methods attempt to
remedy this situation by utilizing peak counting in the fre-
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quency domain to find the number of modes contained in the
system. Systems in which the modal bandwidths are compa-
rable to, or greater than, the separation between natural fre-
quencies exhibit modal coupling, in which resonant peaks
merge. This invalidates the use of peak counting as a way of
identifying the number of natural frequencies contained in
any frequency band. Assessment of the appropriate number
of modes contained in the system is a primary source of error
for any modal extraction algorithm.

Current MDOF methods are based on the assumption
that the extraction technique must deal with all of the modal
parameters in a simultaneous fashion. Although these meth-
ods recognize that the system’s response is the sum of sev-
eral terms, they do not exploit the possibility that a single
mode may have characteristics that can be used to highlight
that mode relative to the contribution of the other remaining
modes; the possibility of doing so is mentioned by Ewins.5 In
contrast, the Mode Isolation Algorithm~MIA ! proposes an
iterative approach that highlights each mode in a hierarchal
manner based on the dominance of the mode’s contribution.
As each mode is identified, its properties are used to isolate
less dominant modes, until all that remains is noise, at which
point a new iteration begins. The extraction procedure is
halted when convergence criteria are met.

The presentation begins with the algorithm, and then the
parameter identification scheme used to identify a specific
mode. A four-degree-of-freedom system with moderately
large damping, which previously was addressed with ERA
and Enhanced ERA, provides the first of two numerical ex-
amples. Experimental error is simulated in the analytical data
by the addition of Gaussian white noise. The first two itera-
tive steps as the algorithm passes through the data are illus-
trated graphically. Comparison of results indicates that MIA
is more accurate, especially for estimating modal damping
ratios. The results also suggest that mode isolation is more
robust with increasing noise levels. The second example is a
lightly damped cantilever beam with suspended one-degree-
of-freedom subsystems. The interesting feature of this ex-
ample is that it illustrates the ability of MIA to identify
modal properties when the difference of adjacent natural fre-
quencies is comparable to the resonance bandwidths.

II. THE MODE ISOLATION ALGORITHM

Mode isolation has been formulated as a frequency do-
main technique. The data are taken to be a set of complex
displacement amplitudes as a function of drive frequency,
corresponding to application of a single harmonic general-
ized force,QP5Re$FP eivt%. The following will explain how
the algorithm extracts the natural frequencies, modal damp-
ing ratios, and modal amplitudes, and the number of degrees
of freedom associated with the data set, from data describing
the frequency dependence of theJth generalized coordinate.

The first step is to examine the complex frequency re-
sponse~or acceleration! dataYJ for the selected generalized
coordinate. If the system response consists of a superposition
of undamped modal contributions, then

YJ~v!5 (
k51

N
AJk

vk
22v212i zkvkv

, AJk5FJkFPkFP .

~1!

The objective in the first iteration through the data is to ob-
tain estimates for the natural frequenciesvk , modal damping
ratios zk , and modal factorsAJk , which are needed to ini-
tiate the second iteration. Subsequent iterations repeat the
pattern of the second.

The first iteration begins by treating the overallYJ(v)
data set as though it corresponded to a single-degree-of-
freedom system. The parameter identification scheme de-
scribed in the next section seeks evidence of the mode that
gives the largest contribution to the overallYJ(v) data set.
Such evidence can be the most visible peak exhibited by
uYJ(v)u or the sharpest transition in the phase angle
arg(YJ(v)). From that starting point, the parameter identifi-
cation scheme estimatesv1 , z1 , AJ1 for the most dominant
mode. This step is much like standard single-degree-of-
freedom methods, in that no consideration is given to the role
of other modes. Note that the mode numberk is assigned in
the sequence in which modes are isolated, which is based on
the dominance of their contributions within the processed
data.

The second step in the first iteration is the place where
mode isolation diverges from current techniques. In order to
bring the next mode into dominance, the contribution of the
first estimated mode to the frequency response function is
subtracted from the measured data. Each further step repeats
this pattern by subtracting an estimated mode from the data
used to estimate that mode. To illustrate the general process
for any step in the first iteration, letYJ

(n)(v) denote the re-
sidual ofYJ(v) in the first iteration after the contributions of
modes 1 ton have been subtracted. It follows that

YJ
(0)~v!5YJ~v!,

~2!

YJ
(n)~v!5YJ

(n21)~v!2
AJn

vn
22v212i znvnv

.

At each step in the first iteration, estimates ofvn , zn and
AJn are obtained fromYJ

(n21)(v) by the same procedures as
those used to obtain preliminary estimates of the first mode’s
parameters.

The first iteration ends when there are no highlights in
the residual frequency response functions.~This condition
will be evident in the example that follows.! At this stage,
estimates ofvk , zk and AJk have been obtained for each
identified mode. The number of modes,N, described by the
data is estimated as the number of steps required to reduce
the residualYJ

N(v) to noise.
The second and following iterations are intended to iso-

late each mode and improve the estimates of the modal pa-
rameters. The concept is that any mode may be isolated by
using the current estimates for the modal properties. These
estimates are used to subtract the contribution of the other
modes. LetXJ

(n)(v) denote theYJ(v) data at a specified
iteration step from which the estimated contributions of all
except moden have been subtracted:
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XJ
(n)~v!5YJ~v!2 (

k51,kÞn

N
AJk

vk
22v212i zkvkv

. ~3!

In this expressionAJk , vk , and zk are the current values,
which are known from previous iterations and previous steps
in the current iteration. TheXJ

(n)(v) data set is passed to the
parameter identification scheme used in the first iteration.
This yields improved estimates forvn , zn andAJn . As was
the case for the first iteration, the sequence in which modes
are isolated is based on the current estimates for the modal
amplitudes at resonance, which areuAJnu/2zn . An iteration
progresses sequentially through the higher modes, until all
modal parameters have been updated. Additional iterations
repeat the steps of the second, until convergence criteria for
the vn , zn , andAJn parameters are met.

The second iteration provides an improved estimate of
the value of the number of degrees of freedom. The iteration
ends when the number of modes given by the current esti-
mate forN have been isolated. Rather than immediately con-
tinuing to repeat the steps of the second iteration, the proce-
dure goes on to form the last residualXJ

(N11)(v), from
which the contributions of all estimated modal properties
have been subtracted out. If this residual indicates that co-
herent data remains, then the value ofN would need to be
increased. In that case, the steps described by Eq.~2! may be
implemented withYJ

(N)(v)5XJ
(N11)(v) in order to obtain

preliminary estimates for any additional modal properties.

III. PARAMETER IDENTIFICATION

Identification ofvk and zk values corresponding to the
residual data is a crucial operation for each iterative stage. In
the first iteration the data is theYJ

(n) successive data set ob-
tained from subtracting lower modes, whereas the residuals
for the second iteration areXJ

(n) , which are obtained by sub-
tracting current estimates of the other modes. Letx(v) de-
note whichever residual is under consideration. The complex
displacement of theJth generalized coordinate whenv is
close to the natural frequency of the mode under consider-
ation is

x~v!'
AJk

vk
22v212i zkvkv

. ~4!

The parameter identification scheme uses values ofx(v) at
several frequencies to find the valuesvk , zk , andAJk that
best fit the preceding description.

Because the approximate representation ofx(v) is to be
matched to many data values, the solution of the overdeter-
mined system requires a nonlinear least squares approach,5,6

which leads to

$D%5@Z#$DP%, ~5!

where$D% is the error vector formed between the measured
data and the assumed solution. The matrix@Z# is the Jaco-
bian ofYj

k(v) with respect to the variablesvk , zk , Ajk , and
$DP% is a vector of the incremental variablesDAjk , Dvk

andDzk .
To determine$DP% Eq. ~5! is premultiplied by@Z#T, so

that the coefficient matrix is square. This leads to

$DP%5~@Z#T@Z# !21@Z#T$D%. ~6!

~Gauss elimination, rather than a formal inversion, actually is
the method by which$DP% is computed.! The incremental
vector is used to update the current vector of modal param-
eters$P%m , so the improved estimation of the modal param-
eters is

$P%m115$P%m1$DP%. ~7!

The process iterates until convergence criteria are met.
The nonlinear least squares method for solving overde-

termined systems requires that initial values for the modal
parameters be obtained in order to begin the iteration pro-
cess. The initial values for vector$P% could be obtained by
utilizing the peak-amplitude7 or the Kennedy and Pancu8

methods. The present work was performed by initiatingvk

as the value ofv where the imaginary part of the frequency
response function reaches a global maximum,

max~ Im~x~v!!!⇒vk . ~8!

The initial value ofzk is found by utilizing the definition of
the half-power pointsv2 andv1 and the above approxima-
tion of vk , so that

zk5
v22v1

2vk
. ~9!

Finally the initial estimation ofAJk is

Ajk52zkvk
2~max~ Im~x~v!!!!. ~10!

The complete extraction of the modal parameters re-
quires determination of the eigenvectors, as well as the ei-
genvalues. These values are derived from the parameters
identified by MIA. The analysis returns to Eq.~1!, which
indicates thatAJk5FJkFPkFP . BecauseAJk and Fp are
known, the eigenvector elements may be determined by set-
ting J5P, which gives

FPk5UAPk

FP
U1/2

. ~11!

This operation yields a positive value forFPk . The magni-
tude and sign of the other elements of thekth mode may be
determined by

FJk5
AJk

FPkFp
. ~12!

It follows from the development that consideration of a
specificYJ(v) data set yields an estimate for all the natural
frequencies and modal damping ratios, as well as rowJ of
the normal mode matrix. The complex amplitudes for all
generalized coordinates are only required to fill in the modal
transformation matrix@F#. In the first of the following ex-
amples the data set for each generalized coordinate was used
to derive individual estimates for thevk and zk values,
which then were averaged. In contrast, the second example
uses a composite data set obtained by summing the fre-
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quency response functions. This leads to a single estimate for
the vk andzk values.

IV. NUMERICAL EXAMPLES OF MODE ISOLATION

Roemer and Mook9,10 applied ERA and Enhanced ERA
to a four-degree-of-freedom, discretized model of a cantile-
ver wing, which originally was used by Meirovitch.11 The
mass, damping and stiffness matrices are given by

@M #5F 1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

G , @C#5F 0.3 0 0 0

0 0.3 0 0

0 0 0.3 0

0 0 0 0.3

G ,

~13!

@K#5F 10 25 0 0

25 10 25 0

0 25 10 25

0 0 25 10

G .

An exact solution of this system, which is proportionally
damped, was found by solving the associated eigenproblem,
and then analytically evaluating the modal response in the
time domain. The time increment for the evaluation was

Dt50.002,which is 1% of the shortest natural period. To
each response, a Gaussian white noise at approximately 10%
of the signal amplitude was added. Frequency response func-
tions were then obtained by FFT techniques. Contamination
with noise adds to the parameter extraction difficulties asso-
ciated with large~approximately 15%! damping ratios.

The performance of the algorithm will be illustrated by
following the operations performed on the data for the fourth
generalized coordinate at each stage in the first two itera-
tions. Figure 1 shows the magnitude ofY4(v) as a function
of drive frequencyv, after contamination with noise, while
Fig. 2 is a Nyquist plot of the same data set. Three peaks are
evident in the first figure, while the fourth, in the vicinity of
v54, is masked by the low modal participation factor and
the added noise. The data set depicted by Figs. 1 and 2 is
sent to the parameter identification scheme. Figure 3 shows
Y4

(1)(v), which is the residual after the estimates forv1 , z1 ,
and A41 have been used to subtract the first mode from
Y4(v). In turn, Y4

(1)(v) is sent to the identification scheme
in order to estimate the parameters of the next mode. Figure
4 depicts the residual after the estimated second mode has
been subtracted fromY4

(2)(v), which is the residual after the
two estimated modes have been subtracted. The first iteration

FIG. 1. Amplitude-frequency diagram of the originalY4(v) data.

FIG. 2. Nyquist plot of the originalY4(v) data.

FIG. 3. First step in the first iteration yieldsY4
(1)(v).

FIG. 4. Second step in the first iteration yieldsY4
(2)(v).
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FIG. 5. Third step in the first iteration yieldsY4
(3)(v).

FIG. 6. Noise residualY4
(4)(v) after the fourth step in the first iteration.

FIG. 7. Isolate the first mode:X4
(1) data resulting from the first step in the

second iteration.

FIG. 8. Isolate the second mode:X4
(2) data resulting from the second step in

the second iteration.

FIG. 9. Isolate the third mode:X4
(3) data resulting from the third step in the

second iteration.

FIG. 10. Isolate the fourth mode:X4
(4) data resulting from the fourth step in

the second iteration.
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continues to estimate the third mode’s parameters, leading to
the residual in Fig. 5. After subtraction of the estimated
fourth mode, the state in Fig. 6 is attained. At this stage, only
noise remains, indicating that no new modes can be esti-
mated.

The first iteration has found an estimate for four modes.
This estimation, however, has not addressed the simulta-
neous contribution of the modes. The second iteration ad-
dresses this matter. It begins by subtracting the second and
higher modal displacements identified in the first iteration
from the measured data according to Eq.~3!. The residual
that results isX4

(1)(v), shown in Fig. 7. Application of the
nonlinear least squares procedure to this data yields a new
estimate ofv1 , z1 , andA14. These values and the current
values for the other modes are utilized to form the residual
X4

(2)(v) described by Eq.~3! and depicted in Fig. 8. The
algorithm continues to isolate each mode in the manner de-
scribed above. Figures 9 and 10 show the residualsX4

(3)(v)
and X4

(4)(v), used to identify the third and fourth modes,
respectively. The residualX4

(5)(v) is obtained by subtracting
the four estimated modes fromY4(v). This residual, which
is not shown, shows no discernible pattern. Additional passes
through the data, in the manner of the second iteration, con-
tinue until the incremental variables,Dvk , Dzk , andDAjk ,
in the nonlinear least squares algorithm, lead to less than
0.1% change in the each value.

After convergent estimates for thevk , zk , andA4k pa-
rameters were obtained fromY4(v), the frequency response

dataY1(v), Y2(v), andY3(v) corresponding to the other
generalized coordinates were subjected to the same treat-
ment. Averaging the parameters identified from each of the
five data sets yielded the final estimates ofvk and zk . In
addition, the estimates ofAJk extracted from each frequency
response function were used directly to compute the ele-
ments of the eigenvectors. Table I shows the average eigen-
values obtained from ten individual simulations using differ-
ent seeds for the random number generator for noise. The
analytical values were obtained by performing state–space
modal analysis on the system matrices, which is valid for
arbitrary damping.12 In terms of the properties of undamped
modes, the magnitude of a complex eigenvalue’s imaginary
part is the damped natural frequency, while the real part is
the negative product of the modal damping ratio and the
natural frequency; the absolute value of the latter term is one
half the bandwidth of a single-degree-of-freedom oscillator.
Examination of the tabulation shows that ERA found four
modes. However, one of the eigenvalues has only a real part,
corresponding to an overdamped mode. Another eigenvalue
has over 100% relative error in the estimation of the real
part. The Enhanced ERA algorithm is able to find four mean-
ingful modes from the data. The damped natural frequency
reflects the improvement of the Enhanced ERA algorithm
over the standard implementation of ERA. All of the damped
natural frequencies are meaningful and have relative errors
below 5%. However, the relative error in the real parts of two
of the eigenvalues still approaches 100%.

TABLE I. Comparison of ERA and Enhanced ERA to mode isolation eigenvalues for a four-degree-of-freedom
system.

Exact solution ERA Enhanced ERA
Mode isolation

~10%!
Mode isolation

~20%!

20.15061.374i 20.17661.372i 20.16161.387i 20.15161.374i 20.15061.375i
20.15062.624i 20.17162.663i 20.17662.636i 20.15062.624i 20.15162.624i
20.15063.615i 215.9360.000i 20.28163.795i 20.15063.615i 20.14863.616i
20.15064.250i 20.46464.039i 20.29964.324i 20.15064.251i 20.15564.250i

TABLE II. Mode shape comparison of ERA, Enhanced ERA and Mode isolation.

Mode
number Exact solution ERA Enhanced ERA

Mode isolation
~10%!

Mode isolation
~20%!

0.3717 0.4012 0.3705 0.3715 0.3681
Mode 1 0.6015 0.5743 0.6098 0.5979 0.6027

0.6015 0.5912 0.6005 0.6004 0.6022
0.3717 0.3992 0.3891 0.3782 0.3666

20.6015 20.5945 20.5685 20.6021 20.6024
Mode 2 20.3717 20.3622 20.3810 20.3696 20.3827

0.3717 0.4039 0.3711 0.3675 0.3695
0.6015 0.6069 0.6395 0.6075 0.5936

0.6015 0.2087 0.5645 0.6000 0.5992
Mode 3 20.3717 0.2532 20.4193 20.3641 20.3846

20.3717 0.1717 20.3496 20.3739 20.3962
0.6015 0.3515 0.6312 0.6082 0.6047

20.3717 20.0751 20.3223 20.3773 20.3811
Mode 4 0.6015 0.4508 0.6001 0.5930 0.5881

20.6015 20.7844 20.7101 20.5922 20.6008
0.3717 0.6279 0.4541 0.3667 0.3408
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Table I shows that mode isolation is more accurate than
Enhanced ERA with respect to extraction of the damped
natural frequencies, and it is substantially better in obtaining
damping ratios. As a further illustration of the merits of
mode isolation, the last column of Table I shows the mode
isolation algorithm’s performance when the white noise is
raised to approximately 20% of the signal amplitude. The
mode isolation method still is more accurate than Enhanced
ERA, even though the parameters were extracted from a sig-
nal containing twice the noise of that for Enhanced ERA.
Table II compares the extracted eigenvectors from the simu-
lated data for the ERA, Enhanced ERA, and mode isolation
algorithms. The ERA algorithm fails to extract the third
mode correctly. The exact eigenvector is characterized by
positive and negative values, whereas the extracted eigenvec-
tor reports only positive values. This is not a surprising out-
come because of the failure of the ERA algorithm to extract
four meaningful eigenvalues. As was the case for eigenval-
ues, Enhanced ERA shows improvement over ERA by pro-
viding four meaningful eigenvectors. Calculation of an aver-
age relative error between Enhanced ERA’s extracted values
and the exact values reveals an error of 6.5%. The mode
isolation algorithm yields better results than Enhanced ERA
for the case where the simulated data set is corrupted with
10% white noise, with an average relative error of 0.95%.
The last column of Table II shows the mode isolation algo-
rithm’s performance when the white noise is raised to 20%
of the signal amplitude. The relative error is 2.0%, which is
much less that what Enhanced ERA obtained at half this
noise level.

A cantilever beam with three spring-mass-damper sys-
tems suspended atx15L/2, x253L/4, x35L, as shown in
Fig. 11, represents another, and more difficult test of MIA,
because the properties are adjusted to bring two natural fre-
quencies into close proximity. The parameters of the attached
systems are defined such that the stiffnesses are equal, the
fixed-base natural frequencies increase linearly, and the
fixed-base critical damping ratios are constant. Thus, thej th
spring-mass-damper system is described bykj5sm0V0

2,
V j /V05@0.4663,0.7350,1.0025#, mj5kj /V j

2 and cj

52z(kjmj )
1/2, where s50.0001, z50.15, and V0

565.3594 rad/s is the fundamental natural frequency of the
cantilever beam without the three oscillators. Additional pa-

rameters required to describe the beam are: modulus of elas-
ticity E52.0731011Pa, densityr57800 kg/m2, second mo-
ment of areaI 53.12531027 m4, cross sectional areaA
50.0015 m2, and beam lengthL52 m.

A Ritz series whose basis functions are the normalized
modes of the isolated cantilever beam was used to model the
system. Although a ten term series was used for the simula-
tion, the manner in which the system parameters are set is
such that the first four natural frequencies are closely spaced,
with significant modal motion for the beam and suspended
masses. The higher natural frequencies are essentially those
of the cantilever beam without attachments. The simulation
was carried out by evaluating the temporal response at the tip
of the beam, and of the suspended masses, to a unit impul-
sive force at the beam’s tip. White noise at the appropriate
level is added to the temporal response data for each re-
sponse variable. FFT processing yielded frequency response
functions for displacement atx5L and for each block, for
which the frequency increment is 0.5 rad/s. Figure 12 dis-
plays the frequency response function at the free end of the
beam. A composite data set, obtained by summing the fre-
quency response functions at the tip and for each of the sus-
pended blocks up to a cutoff frequency of 100 rad/s, was
used as input to MIA. The trial was limited to identification
of the natural frequencies and modal damping ratios.

Table III compares the analytical complex eigenvalues
to those obtained from MIA with either 15% or 45% white
noise added to the simulated responses. At the 15% white
noise level, the maximum error in the imaginary part of an
eigenvalue, which represents the damped natural frequency,
is less than 0.4%. The identified and analytical real parts,
which are the product of the classical modal damping ratio
and the undamped natural frequency, show noticeable differ-
ences. The errors are approximately 90% for the second
mode, 23% for the fourth, and 7% for the first and third
modes. The values extracted from the data contaminated by

FIG. 11. A cantilever beam with suspended blocks.

FIG. 12. Frequency response function for displacement atx5L on the can-
tilever beam with attachments, with 15% white noise added.

TABLE III. Eigenvalues of the cantilever beam with attachments according
to the mode isolation algorithm.

Exact solution Mode isolation~15%! Mode isolation~45%!

20.750630.545i 20.7618630.6102i 20.5739630.6096i
20.749648.024i 21.4039648.2101i 21.4086652.4717i
20.312664.909i 20.2916664.8429i 20.3676663.1200i
20.439665.990i 20.5413665.7610i 20.5085665.7884i
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45% white noise show greater discrepancies. Nevertheless,
the ability of the MIA to provide meaningful information for
the two modes in the vicinity of 65 rad/s is noteworthy. Re-
call in this regard that the absolute value of the real part of an
eigenvalue is half the single-degree-of-freedom bandwidth.
This bandwidth is slightly smaller than the separation of the
third and fourth natural frequencies.

V. SUMMARY AND CONCLUSIONS

MIA does not requirea priori knowledge of the number
of significant modes contained in the data. This relieves the
user from guessing the system’s degrees of freedom or, in the
case of ERA and its descendants, from specifying the dimen-
sions of the Hankel matrix. The benefit of the mode isola-
tion’s recursive search strategy was presented in the first of
two numerical examples, in which the ERA algorithm was
unable to detect four meaningful modes because of the pres-
ence of noise in the data. This implies that the singular value
decomposition, on which ERA depends, produced several
nonzero values instead of the four that correspond to actual
modes. This caused the algorithm to produce artificial modes
and large errors in the other modes. The Enhanced ERA al-
gorithm showed an improvement over ERA in regard to the
ability to detect all four modes, and to provide reasonable
estimates of the damped natural frequencies and eigenvec-
tors. However, Enhanced ERA still displayed large errors in
the extraction of the real part of the eigenvalues. MIA was
able to detect all four modes, to achieve excellent estima-
tions of all natural frequencies, damping ratios, and eigen-
vectors, and to do so in an automated fashion. This suggests
that the method is more accurate than ERA and Enhanced
ERA. Its merit became even more evident when the noise
level was doubled. The modal properties identified by
MIA in that case were more accurate than those of either
ERA version at the original noise level.

Although the modal damping ratios in the first example
were somewhat large, the modal coordinates were not
coupled by damping because the damping was proportional.
This might seem to simplify the identification task, although
the ERA efforts did encounter difficulty. The second example
was a nonproportionally damped system. The parameters of
this system were adjusted to have two natural frequencies
whose separation is less than the modal bandwidth. The in-
sertion of white noise at 15% and 45% of the overall ampli-
tude did not inhibit the ability of MIA to identify all natural
frequencies in the band of interest, although the estimated
modal damping ratios for two modes did show significant
discrepancies. It should be mentioned that in the latter ex-
ample MIA showed an unexpected behavior when it operated
on the simulated result with 45% white noise. Proper behav-
ior would have been for the algorithm to recognize automati-
cally that the residual produced by subtraction of all the
identified modal contributions is incoherent. For some seed
values in the 45% noise case, it was necessary to halt manu-

ally the second iteration because the incoherence was not
recognized. However, this is merely a failure of the program-
ing logic used to identify lack of coherence, rather than fail-
ure of MIA.

The primary objective of the present work is to illustrate
mode isolation. MIA does not require a specific modal struc-
ture. An undamped modal formulation was used here be-
cause of its familiarity and accessibility. Current work is
adapting the algorithm to operate in conjunction with a state
space damped modal formulation,12 which is valid for arbi-
trary damping ratios. Results for the second prototypical sys-
tem have been obtained with this alternative analytical
framework.13 Discrepancies between identified and actual
natural frequencies and damping ratios resulting from that
analysis were an order of magnitude lower than those re-
ported here. An important aspect of the algorithm is the sim-
plicity and versatility of its approach. Changing the modal
structure only requires that the nonlinear least squares pa-
rameter identification be altered, commensurate with the new
modal structure. The iterative steps presented here remain
the same.
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An efficient formulation of Krylov’s prediction model
for train induced vibrations based on the dynamic
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In Krylov’s analytical prediction model, the free field vibration response during the passage of a
train is written as the superposition of the effect of all sleeper forces, using Lamb’s approximate
solution for the Green’s function of a halfspace. When this formulation is extended with the Green’s
functions of a layered soil, considerable computational effort is required if these Green’s functions
are needed in a wide range of source–receiver distances and frequencies. It is demonstrated in this
paper how the free field response can alternatively be computed, using the dynamic reciprocity
theorem, applied to moving loads. The formulation is based on the response of the soil due to the
moving load distribution for a single axle load. The equations are written in the
wave-number-frequency domain, accounting for the invariance of the geometry in the direction of
the track. The approach allows for a very efficient calculation of the free field vibration response,
distinguishing the quasistatic contribution from the effect of the sleeper passage frequency and its
higher harmonics. The methodology is validated by means ofin situ vibration measurements during
the passage of a Thalys high-speed train on the track between Brussels and Paris. It is shown that
the model has good predictive capabilities in the near field at low and high frequencies, but
underestimates the response in the midfrequency band. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1388002#

PACS numbers: 43.40.At, 43.50.Lj, 43.20.Bi@PJR#

I. INTRODUCTION

Train induced vibrations are an environmental concern,
as waves propagate through the soil and interact with nearby
buildings, where they may cause malfunctioning of sensitive
equipment and discomfort to people, as well as re-radiated
noise in properties. The rapid extension of the high speed rail
network throughout Europe has initiated a lot of research on
analytical and numerical prediction models for train induced
vibrations.

These models differ in several aspects, such as the exci-
tation mechanisms included, the soil model used~halfspace
or layered halfspace! and the consideration of dynamic inter-
action between the track and the subsoil, as well as through-
soil coupling of the sleepers and the ballast. The following
excitation mechanisms are distinguished:~1! quasistatic ex-
citation due to moving axle loads,~2! wheel and rail rough-
ness,~3! transient excitation due to rail joints, switches, and
wheelflats, and~4! parametric excitation due to the discrete
support of a track by sleepers, resulting in a spatial variation
of the stiffness experienced by the axles.

The quasistatic excitation is important in the near field
and when the train speed is close to or larger than the critical
phase velocity of the coupled track–soil system, a condition
that can be met for high speed trains running on very soft
soils. This results in high vibration levels and high displace-
ments of the track, affecting track stability and safety.1

The response of a semi-infinite soil medium due to mov-
ing loads has received considerable attention in the literature.

The steady-state response of a layered visco-elastic halfs-
pace, subjected to a moving load with a constant amplitude,
has been studied by de Barros and Luco.2 Grundmannet al.3

have used the wavelet transform4 to compute the response of
a layered halfspace due to moving loads.

Aubry et al.5 have considered the dynamic interaction
between a beam with a rigid cross section and a layered
halfspace under the action of a moving load. A substructure
approach is used in the wave-number-frequency domain, ex-
ploiting the invariance of the geometry in the longitudinal
direction. The formulation has been applied and validated by
in situ experiments for the case of road traffic induced
vibrations,6,7 as well as extended to include the interaction
between the moving vehicle and the coupled track–soil
system.8 Shenget al. have coupled an infinite layered beam
model for the track to a layered model of the soil, using
Haskell–Thomson transfer matrices, considering the case of
fixed9 and moving10 harmonic point sources. Kayniaet al.11

and Madshus and Kaynia12 have coupled a beam model for
the track and the embankment with the dynamic impedance
of a layered soil, modeled with dynamic stiffness matrices.13

The model accounts for quasistatic excitation and aims to
study the response of the track and the subsoil at train speeds
below and beyond the critical phase velocity of the track–
soil system.

Knothe and Wu14 have studied the receptance of a rail-
way track and the subgrade, accounting for dynamic soil-
structure effects and through-soil coupling of the sleepers.
Similar developments have been presented by Van den
Broeck and De Roeck,15 who have, apart from quasistatica!Electronic mail: Geert.Degrande@bwk.kuleuven.ac.be
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and parametric excitation, also included the roughness exci-
tation.

The present paper will concentrate on an analytical pre-
diction model that has been presented by Krylov.16–20 The
model only includes quasistatic excitation and aims to pre-
dict ground vibrations at train speeds below and above the
critical phase velocity of the track–soil system. Other exci-
tation mechanisms as well as dynamic soil-structure effects
and through-soil coupling of the sleepers are not accounted
for.

The quasistatic force transmitted by a sleeper is derived
from the deflection curve of the track, modeled as a beam on
an elastic foundation. The free field response is calculated in
the frequency domain as the superposition of all sleeper
forces; wave propagation through the soil is represented by
Lamb’s approximate solution for the Green’s function of a
halfspace, accounting for the contribution of the surface
wave only. This formulation can be easily extended to incor-
porate the Green’s functions of a layered halfspace.21,22 De-
pending on the train speed and length, the dynamic soil char-
acteristics, and the frequency range envisaged, a
considerable computational effort is needed, however, to
compute the Green’s functions for a wide range of source–
receiver distances and frequencies.

The objective of this paper is to demonstrate how the
free field response can be computed alternatively, relying on
the dynamic reciprocity theorem of Betti–Rayleigh applied
to moving loads, resulting in a very efficient computation
method. Krylov’s calculation method of the load, distributed
by the track during the passage of a train, is briefly recapitu-
lated; particular attention goes to the use of a uniform nota-
tion that can subsequently be used in both Krylov’s formu-
lation as well as the alternative formulation to compute the
free field vibrations. The resulting formulation is finally vali-
dated by means of experimental results, obtained byin situ
measurements during the passage of a Thalys high-speed
train ~HST! on the track Brussels–Paris.21–23

II. LOAD DISTRIBUTION DUE TO A TRAIN PASSAGE

The track is modeled as a beam with bending stiffness
EI and massm per unit length on an elastic foundation with
subgrade stiffnessks . It is assumed that the track is directed
along they direction, with the verticalz axis pointing down-
wards, and the horizontalx axis perpendicular to the (y,z)
plane~Fig. 1!. The train hasK axles; the load and the initial
position of thekth axle are denoted byTk and yk , respec-

tively. The vertical deflectionw(y) of the track due to a
single axle loadTk that moves with a speedv is governed by
the following partial differential equation:

EI
]4w

]y4
1m

]2w

]t2
1ksw5Tkd~y2yk2vt !. ~1!

A local coordinatej5y2yk2vt determines the position of
a point y along the track with respect to the positionyk

1vt of the axle load. The track deflectionw(j) is equal to:20

w~j!5
Tk

8EIb3d
exp~2bduju! S cosbhj1

d

h
sin bhuju D .

~2!

Herein, b5(ks/4EI)0.25, while d5@12(v/cmin)
2#0.5 and h

5@11(v/cmin)
2#0.5, with cmin5(4ksEI/m2)0.25 the velocity

of free track waves.
At time t, it is assumed that each sleeperm, located at

y5md (d is the sleeper distance! or j5md2yk2vt in the
moving frame of reference, transfers a fraction of the axle
load Tk proportional to its instantaneous deflectionw(j).
The distribution of forcesgk(j,t) can be written as the fol-
lowing summation:

gk~j,t !5
Tk

Neff
st

w~j!

wmax
st (

m52`

`

d~j1yk1vt2md!. ~3!

The Dirac function assures that, at timet when the axle load
Tk is located atyk1vt, the distribution of forces in the mov-
ing frame of reference is transmitted at the position of the
sleepers.Neff

st is the effective number of sleepers needed to
support the axle loadTk , if all sleepers would take up a
maximum load corresponding to the maximum quasistatic
deflectionwmax

st 5Tk /(8EIb3d) of the track.Neff
st is equal to

2y0
st/pd, with y0

st5p/b the effective quasistatic track deflec-
tion distance. The Fourier transform of the distribution
gk(j,t) is equal to

ĝk~j,v!5
1

v
Tk

Neff
st

w~j!

wmax
st F2pv

d (
m52`

`

dS v2m
2pv

d D G
3expS iv

j

v DexpS iv
yk

v D , ~4!

where the bracketed term is equal to the Fourier transform of
a series of Dirac impulses, separated in time byd/v; it cor-
responds to a series of harmonics of the sleeper passage fre-
quency f d5v/d. The two last terms in Eq.~4! represent a
phase shift.

The distribution of forcesf z(x,t) transmitted by all
sleepers due to the passage of a train withK axles is now
written in the original fixed coordinate system as

f z~x,t !5E
2`

`

(
k51

K

d~x!d~y2j2yk2vt !d~z!gk~j,t ! dj. ~5!

The Dirac functions are introduced to express the coordinate
j that moves with the source in terms of the fixed coordinate
y, so that the resulting expressionf z(x,t) depends on the
fixed coordinates. The introduction of expression~3! for
gk(j,t) into Eq. ~5! results in

FIG. 1. Vertical deflection curve of the track.

1380 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 G. Degrande and G. Lombaert: A prediction model for train induced vibrations



f z~x,t !5 (
m52`

`

(
k51

K

d~x!d~y2md!

3d~z!
Tk

Neff
st

w~md2yk2vt !

wmax
st

. ~6!

This expression is equivalent to the one proposed by Krylov;
it is used in Sec. III where Krylov’s computation method of
the free field vibrations is briefly reviewed. In the subsequent
derivation of an alternative formulation to compute the free
field vibrations, based on the dynamic reciprocity theorem of
Betti–Rayleigh applied to moving sources, expression~5!
will be preferred to Eq.~6!.

The Fourier transform of the distributionf z(x,t) is equal
to

f̂ z~x,v!5F̂~v!Ĉ~v! (
m52`

`

d~x!d~y2md!d~z!

3expS 2 iv
md

v D . ~7!

Denoting the point along the source line where the load is
applied with a vectorxS5$xS,yS,zS%T, where xS50, yS

5md andzS50, this equation can be abbreviated as

f̂ z~x,v!5F̂~v!Ĉ~v! (
m52`

`

d~x2xS!expS 2 iv
yS

v D .

~8!

The functionF̂(v) represents the Fourier transform of the
force transmitted by a single sleeper due to the passage of
single unit axle load:

F̂~v!5
1

Neff
st

1

bv F d1h1
v

vb

d21S h1
v

vb D 2 1

d1h2
v

vb

d21S h2
v

vb D 2G .

~9!

Equation~9! demonstrates thatF̂(v) depends on the charac-
teristics of the track, the subgrade stiffnessks , and the speed
v of the train. As 1/(Neff

st b)5d/2, the force transmitted by a
sleeper is proportional to the sleeper distanced. The quasi-
static valueF̂(v50) is independent ofb or ks , while it
decreases for increasingv. The frequency contentF̂(v) in-
creases for increasingks or b and increasingv. Whenv is
much lower thancmin , the beam inertial forces can be ne-
glected andd and h tend to 1, resulting in the original ex-
pression of Krylov and Ferguson24 for low train speeds. It
can be demonstrated thatF̂(v) is also equal to

F̂~v!5
1

vNeff
st

w̃~kj!

wmax
st

, ~10!

with w̃(kj) the forward Fourier transformation ofw(j) to
the wave number domainkj5v/v:

w̃~kj!5E
2`

1`

w~j!exp~1 ikjj!dj . ~11!

The functionĈ(v) represents the composition of the train in
the frequency domain:

Ĉ~v!5 (
k51

K

TkexpS iv
yk

v D . ~12!

III. THE FREE FIELD RESPONSE: KRYLOV’S
FORMULATION

The vertical free field displacementûz(x
R,v) in a re-

ceiver xR is computed in the frequency domain as the inte-
gral along the source line of the product of the component
ûzz

G (xR,x,v) of the Green’s tensorûi j
G(xR,x,v) and the force

distribution f̂ z(x,v):

ûz~xR,v!5E
2`

1`

ûzz
G ~xR,x,v! f̂ z~x,v! dx. ~13!

The Green’s tensorûi j
G(xR,x,v) represents the displacement

vector at a pointx in the directionej when a force is applied
at xR in the directionei . Krylov uses Lamb’s approximate
solution for the Green’s functions of a halfspace, which only
accounts for the surface wave contribution.25,26 The latter is
replaced here by the Green’s functions of a layered halfs-
pace, which are calculated with a direct stiffness formulation
in the wave-number-frequency domain.13,27–29

Equation~13! can be further elaborated, using expres-
sion ~8! for f̂ z(x,v):

ûz~xR,v!5F̂~v!Ĉ~v!E
2`

1`

(
m52`

1`

ûzz
G ~xR,x,v!d~x2xS!

3expS 2 iv
yS

v D dx. ~14!

Accounting for the discrete support of the sleepers, the inte-
gral along the source line disappears:

ûz~xR,v!5F̂~v!Ĉ~v! (
m52`

1`

ûzz
G ~xS,xR,v!expS 2 iv

yS

v D .

~15!

In Eq. ~15!, use is made of the reciprocity property
ûi j

G(xR,x,v)5û j i
G(x,xR,v) to switch the position of the

source and the receiver in the definition of the Green’s ten-
sor, so thatûzz

G (xR,xS,v)5ûzz
G (xS,xR,v). As the force is ap-

plied in the vertical direction and the soil stratification is
assumed to be horizontal, the resulting problem is axisym-
metric. The source is located at the surface inxS50, yS

5md, and zS50, while it is assumed that the receiver is
located atxR, yR50 andzR ~Fig. 2!. In a local cylindrical
coordinate system with the origin inxS, the Green’s function
can be written as ûzz

Gaxi(r m ,zR,v), where r m

5A(xR)21(md)2 is the radius, or the distance between
source and receiver in the horizontal plane. The Green’s
function ûzz

Gaxi(r ,zR,v) is computed as the inverse Hankel
transform of the solutionũzz

Gaxi(kr ,zR,v) in the radial wave-
number-frequency domain, as explained in Appendix A.

As the Green’s function is the same for sleepers at equal
distance behind and ahead of a receiver, Eq.~15! becomes
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ûz~xR,v!5F̂~v!Ĉ~v!F ûzz
Gaxi~r 0 ,zR,v!

1 (
m51

1`

2cosS v
md

v D ûzz
Gaxi~r m ,zR,v!G . ~16!

When the bracketed term is denoted asûdz(x
R,v), Eq. ~16!

can be written in the following abbreviated form:

ûz~xR,v!5F̂~v!Ĉ~v!ûdz~xR,v!, ~17!

which illustrates that the responseûz(x
R,v) at a receiverxR

is governed by three terms.
~1! The first termF̂(v) represents the frequency content

of the force transmitted by a single sleeper, when a unit axle
load moves with a speedv along the track.

~2! The second termĈ(v) is determined by the compo-
sition and the speed of the train. The productF̂(v)Ĉ(v) is
the frequency content of the force, transmitted by a single
sleeper, when a train moves with a speedv along the track.

~3! The third termûdz(x
R,v) represents the frequency

content of the response at a receiver when each sleeper is
consecutively loaded by a Dirac impulse, shifted in time by
d/v. It involves a summation on an infinite number of sleep-
ers, containing the Green’s functionûzz

Gaxi(r m ,zRv). This
sum can be truncated at a finite numberNs of sleepers, as the
contribution for large source–receiver distancesr m is small
due to the radiation and material damping in the soil. De-
pending on the train speed and length, the dynamic soil char-
acteristics, and the frequency range envisaged, considerable
computational effort is needed, however, to compute the
Green’s functions of a layered medium for a wide range of
source–receiver distances and frequencies. It is therefore de-
sirable to find an alternative for the termûdz(x

R,v), which is
the objective of Sec. IV.

IV. THE FREE FIELD RESPONSE: ALTERNATIVE
FORMULATION

The dynamic extension of the classical reciprocity theo-
rem of Betti–Rayleigh of elastostatics is used to compute the
free field vibrations due to a moving source
distribution.5,25,30 The free field vertical displacements
uz(x

R,t) are calculated as a convolution integral of the
Green’s functionuzz

G (xR,x,t) and the load distributionf z(x,t)
on the track:

uz~xR,t !5E
2`

1`E
2`

t

uzz
G ~xR,x,t2t! f z~x,t! dt dx. ~18!

Expression~5! is now preferred for the load distribution
f z(x,t), as it explicitly incorporates Dirac functions that de-
fine the positions where the forces are applied in the global
frame of reference and in function of the timet. The follow-
ing expression is obtained:

uz~xR,t !5E
2`

1`E
2`

t E
2`

1`

(
k51

K

uzz
G ~xR,x,t2t!

3d~x!d~y2j2yk2vt!d~z!gk~j,t! dj dt dx.

~19!

Accounting for the Dirac functions and the symmetry of the
Green’s function with respect to source and receiver, Eq.~19!
becomes:

uz~xR,t !5E
2`

t E
2`

1`

(
k51

K

uzz
G ~0,j1yk1vt,0,xR,t2t!

3gk~j,t! dj dt. ~20!

When the invariance of the geometry in they direction is
accounted for, Eq.~20! can be elaborated as

uz~xR8,yR,t !5E
2`

t E
2`

1`

(
k51

K

uzz
G ~xR8,yR2j2yk2vt,t2t!

3gk~j,t! dj dt, ~21!

wherexR85$xR,zR%T and it is assumed that the load is lo-
cated in the origin of the coordinate system.

The representation of the vertical displacements in the
wave-number-frequency domain is

ũz~xR8,ky ,v!5E
2`

1` E
2`

1`

uz~xR8,yR,t !exp~2 ivt !

3exp~1 ikyy
R! dt dyR

5ũzz
G ~xR8,ky ,v!E

2`

1`

(
k51

K

ĝk~j,v2kyv !

3exp@ iky~j1yk!# dj. ~22!

A frequency shiftkyv is applied to the argument of the force
distribution ĝk(j,v2kyv), wherev is the frequency at the
receiver, whilev2kyv corresponds to the frequency emitted
at the source. The latter is denoted asṽ in the following. The
calculation of the Green’s functionũzz

G (xR8,ky ,v) is ex-
plained in Appendix B. The vertical soil displacements in the
frequency domain are found as the inverse Fourier transform
of Eq. ~22!:

ûz~xR,v!5
1

2pE2`

1`

ũz~xR8,ky ,v!exp~2 ikyy
R! dky

5
1

2pE2`

1`

ũzz
G ~xR8,ky ,v!E

2`

1`

(
k51

K

ĝk~j,v2kyv !

3exp@2 iky~yR2j2yk!# dj dky . ~23!

FIG. 2. Location of the source and the receiver.
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A change of variables according toky5(v2ṽ)/v moves the
frequency shift from the force distributionĝk(j,v2kyv) to
the Green’s function:

ûz~xR,v!5
1

2pvE2`

1`

ũzz
G S xR8,

v2ṽ

v
,v D E

2`

1`

(
k51

K

ĝk~j,ṽ !

3expF2 i S v2ṽ

v D ~yR2j2yk!G dj dṽ. ~24!

Accounting for the discrete spectrum~4! of the load distri-
bution ĝk(j,ṽ), Eq. ~24! becomes

ûz~xR,v!5
1

2pvE2`

1`

ũzz
G S xR8,

v2ṽ

v
,v D E

2`

1`

(
k51

K
Tk

vNeff
st

3
w~j!

wmax
st F2pv

d (
m52`

`

dS ṽ2m
2pv

d D G
3expS i ṽ

j

v DexpS i ṽ
yk

v D
3expF2 i S v2ṽ

v D ~yR2j2yk!G dj dṽ. ~25!

Combining the exponential functions yields

ûz~xR,v!5E
2`

1`

ũzz
G S xR8,

v2ṽ

v
,v D E

2`

1`

(
k51

K
Tk

vNeff
st

3
w~j!

wmax
st

1

d (
m52`

`

dS ṽ2m
2pv

d D
3expS iv

j

v DexpS iv
yk

v D
3expF2 i S v2ṽ

v D ~yR!G dj dṽ. ~26!

The Dirac function enforces the frequencyṽ to be equal to
m2pv/d for each value ofm. Reordening of the terms fi-
nally gives

ûz~xR,v!5F 1

vNeff
st

1

wmax
st E

2`

1`

w~j!expS i j
v

v D djG
3F (

k51

K

TkexpS iv
yk

v D G
3F 1

d (
m52`

1`

ũzz
GS xR8,

v2m
2pv

d

v
,vD

3expF2 i S v2m
2pv

d

v
D yRG G . ~27!

The first two bracketed terms correspond to the functions
F̂(v) and Ĉ(v) defined in Eqs.~10! and ~12!; Eq. ~27!
therefore has the same form as Eq.~16! and the third brack-

eted term is the desired alternative for the function
ûdz(x

R,v). The difference with Eq.~16! is that the summa-
tion on the response contributions of the stationary sleeper
forces is replaced by a summation on the contribution of
moving harmonic sources at the integer multiples of the
sleeper passage frequencyf d5v/d. The termm50 corre-
sponds to a quasistatic contribution, whileumu511 corre-
sponds to the sleeper passage frequency. Depending on the
sleeper passage frequency, the speed of the train, the dy-
namic soil characteristics, and the considered frequency
range, the summation can be limited to a small number of
harmonics, resulting in a considerable computational benefit.

The time history of the response finally follows from the
inverse Fourier transformation:

uz~xR,t !5
1

2pE2`

1`

ûz~xR,v!exp~1 ivt ! dv. ~28!

V. NUMERICAL EXAMPLE

In this section, the numerical model is applied to calcu-
late free field vibrations during the passage of a Thalys HST.
The results ofin situ vibration measurements performed dur-
ing the homologation tests of the HST track between Brus-
sels and Paris at nine speeds between 223 and 314 km/h is
used as a validation tool.21,22 Accelerations have been mea-
sured on the rail and the sleeper of each track and in the free
field at distances from 4 to 72 m. In the following, only data
recorded at the commercial operating speed of 300 km/h will
be briefly reviewed; the reader is referred to other papers for
full details on thein situ measurements.21–23

A. Load distribution due to a train passage

The HST track between Brussels and Paris is a classical
ballast track. Continuously welded UIC60 rails with a mass
per unit length of 60 kg/m and a moment of inertiaI
50.303831024 m4 are fixed with Pandrol rail fasteners on
precast prestressed concrete monoblock sleepers with a mass
of 300 kg. Flexible rail pads are placed under the rail. The
track is supported by limestone and porphyry ballast and
supporting layers with a total thickness of about 1.1 m.

Calculations are made for a track with a bending stiff-
nessEI512.763106 N m2 ~both rails! and a mass per unit
length m5620.0 kg/m~both rails and the sleepers!. During
the homologation tests, access to the track was limited to the
time needed for the installation of the accelerometers on the
rails and the sleepers. No forced vibration test on the track
could be performed to measure the frequency-dependent dy-
namic impedance of the track. Subsequent calculations are
therefore made for a track with a constant subgrade stiffness
ks5250 MPa of average magnitude.31 Figure 3~a! shows the
modulus ofF̂(v) for a train speedv5300 km/h. It must be
noted that, in more realistic models, the dynamic impedance
of the subgrade is a complex, frequency-dependent function
that couples the degrees of freedom at the interface between
the track and the subgrade.15

Figure 4 shows the configuration of the Thalys HST,
consisting of two locomotives and eight carriages; the total
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length of the train is equal to 200.18 m. The locomotives are
supported by two bogies and have four axles. The carriages
adjacent to the locomotives share one bogie with the neigh-
boring carriage, while the six other carriages share both bo-
gies with neighboring carriages. The total number of bogies
equals thirteen and, consequently, the number of axles on the
train is twenty six. The carriage lengthLt , the distanceLb

between bogies, the axle distanceLa , the total axle mass
Mt , the sprung axle massMs , and the unsprung axle mass
Mu of all carriages are summarized in Table I.

Figure 3~b! shows the modulus ofĈ(v) for a Thalys
HST moving at a speedv5300 km/h. The quasistatic value
Ĉ(v50) is equal to the sum of all axle loads. As the loco-
motives and the adjacent carriages of the Thalys HST have a
different axle composition than the six central carriages, the
spectrum is quasidiscrete with peaks at the fundamental bo-
gie passage frequencyf b5v/Lb54.45 Hz and its higher or-
der harmonics, modulated at the axle passage frequencyf a

5v/La527.78 Hz@Fig. 3~b!#. It has been observed that the
measured vertical acceleration of a sleeper has a similar qua-
sidiscrete spectrum.23 The spectrum in Fig. 3~c! is obtained
as the product ofF̂(v) and Ĉ(v) and represents the fre-
quency content of the force transmitted by a single sleeper
during the passage of a Thalys HST. The decay of the func-
tion F̂(v) with frequency governs the frequency content of
this transmitted load.

B. The dynamic soil characteristics

Cone penetration tests and triaxial tests on undisturbed
samples taken from borehole experiments reveal the pres-
ence of a quaterny loam layer~0–1.5 m! on a transition layer
~quaterny loam and/or an Ypresian clay, 1.5–4.0 m! on a
tertiary Ypresian clay layer~4.0–12.0 m!. A mean value of
the soil densityrs51850 kg/m3 is derived from classical
laboratory tests on undisturbed samples.

A spectral analysis of surface waves~SASW! has been
performed to determine the dynamic soil characteristics of

the site and revealed the presence of a top layer with thick-
nessd51.4 m and a shear wave velocityCs580.0 m/s and a
layer (d51.9 m, Cs5133.0 m/s! on top of a halfspace (Cs

5226.0 m/s!, in good agreement with the layering revealed
by the borehole experiments. The track is constructed in an
excavation with a depth of a few meters, where the soil under
the ballast has been stabilized. As the SASW test has been
performed on the unexcavated soil away from the track, it
may be assumed that the soil under the track is stiffer than
the soft shallow layer revealed by the SASW test. In the
subsequent calculations, a shear wave velocityCs

5100.0 m/s will therefore be used for the top layer. A mean
value of 0.3 is assumed for the Poisson’s rations.

Based on a simplified analysis of the transient signals
recorded during the SASW test, a hysteretic material damp-
ing ratio bs50.03 has been derived. In practice, material
damping ratios are expected to decrease with depth and may
be lower than the proposed value for deeper layers.

C. The evaluation of the term û dz„x
R,v…

The evaluation of the termûdz(x
R,v) in Eq. ~17! has

been implemented for a layered subsoil, using both alterna-
tives presented in Eqs.~16! and ~27!.

Alternative 1

In the first alternative, the termûdz(x
R,v) is evaluated

according to the bracketed term in Eq.~16!, necessitating the
evaluation of the Green’s functionûzz

Gaxi(r m ,zR50,v) for a
large range of source–receiver distancesr m and frequencies
v. The Green’s functions are calculated with a direct stiff-
ness formulation for wave propagation in multilayered po-
roelastic media,28 using the~horizontal! stratification and the
dynamic soil characteristics as derived from the SASW test.
The reader is referred to Appendix A for more details on the
computational method.

Figure 5 shows the modulus of the vertical Green’s func-
tion ûzz

Gaxi(r ,zR50,v) for horizontal source–receiver dis-

FIG. 4. Configuration of the Thalys HST.

FIG. 3. Modulus of the functions~a! F̂(v), ~b! Ĉ(v), and~c! F̂(v)Ĉ(v) during the passage of a Thalys HST at a speed v5300.km/h.
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tances of 25, 50, 75, and 100 m. Radiation and material
damping in the soil decrease the amplitude and frequency
content of the response for increasing soil-receiver distances.
The layered structure of the subsoil introduces a weak cutoff
frequency at 10 Hz.

As the material damping in the soil is moderate,Ns

51000 sleepers behind and ahead of the receiver line atyR

50 are accounted for. Green’s functionsûzz
Gaxi(r ,zR50,v)

are therefore needed for a wide range of horizontal source–
receiver distancesr and frequenciesv. Material and radia-
tion damping in the soil reduce the frequency content of the
response for increasingr; the calculations can therefore be
optimized by making the distinction between the near and
the far field. The spatial sampling of the receivers is denoted
by r i5r 01( i 21)Dr for i 51, . . . ,Nr , with Nr the number
of receivers. In the frequency domain, the bandwidth is de-
fined asD f 5 f Nyq /Nf , with f Nyq the Nyquist frequency and
Nf the number of frequencies. Calculations have been made
in seven runs withNr560 andNf51024. A first run consid-
ers the near field response with small receiver spacing (r 0

50.25 m, Dr 50.25 m! in a wide frequency range (f Nyq

5512.0 Hz!. The seventh run considers the far field response
with large receiver spacing (r 05488.0 m,Dr 58.0 m! in the
low frequency range (f Nyq58.0 Hz!. The parameters for the
five intermediate computer runs were situated between these
two extremes. The Green’s functionsûzz

Gaxi(r m ,zR50,v) are
tabulated in a look-up table, as a function ofr m andv, that
can be used for interpolation.

The contributionûdz(x
R,v) to the response is calculated

according to Eq.~16!. Despite the use of a look-up table for
the interpolation of the Green’s functions, the computation
time remains very large if compared with the alternative for-
mulation that will be applied in the following.

Figure 6 illustrates the result for a receiver at 8 m from
the track. It is obtained by a summation ofNs51000 Green’s
functionsûzz

Gaxi(r m ,zR50,v), that are multiplied with a co-
sine function cos(vmd/v) with a wavelengthlv52pv/v,

sampled at discrete locationsmd. After an important contri-
bution in the low frequency range, the evaluation of the term
cos(vmd/v) for discrete values ofm causes small vibration
amplitudes in the frequency range between 20 and 75 Hz.
Above 75 Hz, the contribution of the first sleeper passage
frequency f d5v/d5138.89 Hz, smeared over a wider fre-
quency range, can be observed.

Alternative 2

Numerical calculations are more efficient if the term
ûdz(x

R,v) is evaluated according to Eq.~27!. This approach
also allows for a better understanding of the observations
that have been made in relation to Fig. 6.

Figure 7 shows a contour plot of the Green’s function
ũzz

G (xR8,k̄y ,v) for xR58 m andzR50 as a function of the
frequency v and the dimensionless wave numberk̄y

5kyCs /v, with Cs the shear wave velocity of the top layer.
This Green’s function is obtained after evaluation of Eq.
~B4!, as explained in Appendix B. Superimposed on the
same plot are the branches of the absolute value of the di-
mensionless wave numberk̄y5@(v2ṽ)/v#Cs /v for ṽ
5m2pv/d. According to Eq.~27!, the computation of the
term ûdz(x

R,v) requires the evaluation of the function
ũzz

G (xR8,k̄y ,v) along these branches; the contour plot in Fig.
7 has only been made for illustrative purposes.

The quasistatic contribution (m50) corresponds tok̄y

5Cs /v, which is a horizontal line in Fig. 7. As the speedv
of the train is lower than the Rayleigh wave velocityCR of
the top layer,k̄y5Cs /v> k̄R5Cs /CR . k̄R is the dimension-
less wave number corresponding to Rayleigh wave propaga-
tion in the top layer and is equal to 1.08 for a Poisson’s ratio
ns50.3. The quasistatic contribution to the response is due
to inhomogeneous P and S waves. It rapidly decreases for
increasing frequency, as can be observed in the low fre-
quency range of Fig. 6.

TABLE I. Geometrical and mass characteristics of the Thalys HST.

Lt Lb La Mt Ms Mu

No. carriages No. axles ~m! ~m! ~m! ~kg! ~kg! ~kg!

Locomotives 2 4 22.15 14.00 3.00 17 000 15 267 1733
Adjacent carriages 2 3 21.84 18.70 3.00 14 500 12 674 1830
Central carriages 6 2 18.70 18.70 3.00 17 000 15 170 1826

FIG. 5. Modulus of the Green’s functionûzz
Gaxi(r ,zR50,v) of the layered

halfspace for horizontal source–receiver distances of 25, 50, 75, and 100 m.
FIG. 6. Modulus of the vertical displacementûdz(x

R,v) as a function ofv
for xR58 m, yR50, andzR50.
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The evaluation ofũzz
G (xR8,k̄y ,v) along the two branches

k̄y5@(v22pv/d)/v#Cs /v that correspond tom51 gives
important contributions to the response ifk̄y is smaller than
k̄R . Elaboration of this inequality results in a frequency in-
terval @ f min , f max#5@73 Hz, 1389 Hz#. This explains why the
spectrum in Fig. 6 shows a rather sharp cutoff~high-pass!
frequency atf min573 Hz, above which the contribution of
the first sleeper passage frequency starts. Similar remarks
can be made for the higher harmonicsm. The required num-
ber of harmonics depends on the speed of the train, the soil
velocities, and the sleeper passage frequency.

The total number of function evaluations is much lower
than in the first alternative based on Krylov’s original formu-
lation, reducing the total computation time by a factor of 12
in the present example.

A critical comment needs to be made on the accuracy of
the results, however. Figure 8 summarizes the modulus of the
vertical displacementûdz(x

R,v) as a function of the fre-
quency for increasing values ofxR. Figure 8 clearly illus-
trates that, for increasingxR, the contribution of the sleeper
passage frequency and its higher harmonics is attenuated so

that the quasistatic contribution dominates the far field re-
sponse. For all receiver distances, the accuracy of the predic-
tions in the frequency range between the quasistatic range
and f min is low, since Krylov’s prediction model only in-
cludes the effects of quasistatic loading and sleeper passage.
Other excitation mechanisms, such as parametric excitation,
wheel and rail roughness, rail joints and wheel flats, that are
important in the midfrequency band, are not included in the
model. It is therefore expected that accurate predictions will
only be made in the near field.

D. The free field response

The vertical displacementûz(x
R,v) at a receiver due to

the passage of a Thalys HST is obtained by evaluation of Eq.
~27!. The three terms in Eq.~27! have been illustrated in
Figs. 3~a!, 3~b!, and 8. The vertical soil displacements
uz(x

R,t) in the time domain are obtained by evaluating the
inverse Fourier transform~28! with a fast Fourier transform
algorithm. A fourth-order high-pass Chebyshev filter is ap-
plied to remove spurious low frequency contributions to the
response.

FIG. 7. Modulus of the Green’s functionũzz
G (xR8,k̄y ,v) as a function ofv

and k̄y for xR58 m andzR50.

FIG. 8. Modulus of the vertical displacementûdz(x
R,v) as a function ofv

for different xR.

FIG. 9. Measured~top! and predicted~bottom! time history of the vertical velocity at varying distances from the track during the passage of a Thalys HST
at v5300 km/h.
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Figures 9 and 10 compare the measured and predicted
time history and frequency content of the vertical velocity at
three receivers during the passage of a Thalys HST at 300
km/h. At 4 m from the track, the passage of the bogies can be
observed, while the passage of the individual axles is no
longer observable@Fig. 9~a!#. A similar remark can be made
regarding the predicted velocity@Fig. 9~d!#. Whereas the
peak particle velocity~PPV! is well predicted@Fig. 9~d!#, the
frequency content is too high@Fig. 10~d!#, especially beyond
f min . Due to the specific train composition, the observed
velocity spectrum@Fig. 10~a!# is quasidiscrete, with a maxi-
mum at the fundamental bogie passage frequencyf b54.45
Hz. A similar behavior can be observed at low frequencies in
the predicted spectrum@Fig. 10~d!#, although the contribu-
tion at the fundamental bogie passage frequency is underes-
timated. This may be due to the soil stratification, which
introduces a weak cutoff frequency at 10 Hz, as identified
before in Fig. 5. The predicted spectrum has very low am-
plitudes between 40 and 75 Hz, whereas the frequency con-
tent of the response beyond 75 Hz is overestimated. This is
caused by the fact that Krylov’s prediction model only in-
cludes the effect of quasistatic loading and sleeper passage.
The model overestimates the sleeper passage effect at high
frequencies, as the sleeper forces are transmitted as point
forces, an assumption that is challenged when the frequency
increases and the wavelengths in the soil have the same order

of magnitude as the sleeper dimensions. Furthermore, de-
tailed modeling of the track embankment should provide bet-
ter results for increasing frequency.

The previous observations become even more pro-
nounced for the measured@Figs. 9~b! and 10~b!# and com-
puted@Figs. 9~e! and 10~e!# response at a larger distance of
16 m from the track. The PPV is underestimated@Fig. 9~e!#,
while the frequency content is overestimated@Fig. 10~e!#,
particularly for frequencies beyondf min .

Next, the response in the far field at a distance of 32 m
from the track is considered. The time historyvz(x

R532,t)
@Fig. 9~c!# is shown on the same vertical scale as the results
at a distance of 16 m, and has a PPV of about 0.2 mm/s. This
is no longer predicted by the numerical model@Fig. 9~f!#,
which only produces very low noise levels. The velocity

spectrumv̂z(x
R532,v) @Fig. 10~c!# is dominated by the bo-

gie passage frequency and its second harmonic. Higher fre-
quencies are attenuated by radiation and material damping in
the soil; the effect of sleeper passage, for example, is no
longer noticeable at 32 m from the track. The predicted ve-
locity spectrum@Fig. 10~f!# is shown on the same vertical
scale and is dominated by the quasistatic response, while
higher frequency contributions are no longer present; ampli-
tudes are underestimated, however.

FIG. 11. ~a! Measured and~b! predicted PPV as a func-
tion of distance and train speed.

FIG. 10. Measured~top! and predicted~bottom! frequency content of the vertical velocity at varying distances from the track during the passage of a Thalys
HST atv5300 km/h.
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E. The influence of the train speed on the peak
particle velocity

Figure 11~a! finally summarizes the PPV at all points in
the free field for five train passages at different speeds. The
decrease of PPV with distance due to radiation and material
damping in the soil is apparent. Both experimental and nu-
merical@Fig. 11~b!# results demonstrate a rather weak depen-
dence of PPV on train speed. It must be stressed, however,
that train speeds are in the range below the critical velocity
of the track–soil system~the Rayleigh wave velocity of the
upper layer is about 95 m/s!, while an increase of PPV may
be expected when the train speed reaches this critical veloc-
ity. The PPV is well predicted in the near field~up to 16 m!
and seriously underestimated at larger distances from the
track; the underlying phenomena have been explained in
Sec. V D.

VI. CONCLUSIONS

An efficient alternative formulation of Krylov’s predic-
tion model for train induced vibrations, based on the dy-
namic reciprocity theorem applied to moving sources, has
been proposed. In the expression for the free field response
in the frequency domain, which is a product of three terms,
the original term with a summation on the sleepers is re-
placed by a summation on the integer multiples of the
sleeper passage frequency, resulting in substantial computa-
tional benefit.

The numerical model has been validated by means of
experimental data, obtained during homologation tests with
the Thalys HST on the track between Brussels and Paris. The
model has good predictive capabilities in the near field at
low ~quasistatic! and high frequencies~sleeper passage fre-
quency and its higher harmonics!, but underestimates the re-
sponse in the midfrequency band. The model fails to produce
good results in the far field. Apart from incomplete input data
~such as dynamic track subgrade stiffness, material damping
in the soil! this is mainly due to the fact that the model only
incorporates quasistatic loading, which becomes dominant
when the train speed reaches the critical velocity of the
coupled track–soil system, a condition that has not been
reached during the present measurement campaign. In the
range of train speeds considered, further improvement will
be obtained if other excitation mechanisms, such as dynamic
loading due to rail and wheel roughness, are accounted for,
and a better dynamic interaction model between the track
and the soil is used. These are the objectives of ongoing
research.

APPENDIX A: THE AXISYMMETRIC GREEN’S
FUNCTION IN THE FREQUENCY DOMAIN

The axisymmetric Green’s functionûzz
Gaxi(r ,zR,v) is cal-

culated as the following inverse Hankel transformation:

ûzz
Gaxi~r ,zR,v!5E

0

1`

ũzz
Gaxi~kr ,zR,v!krJ0~krr !dkr .

~A1!

The solutionũzz
Gaxi(kr ,zR,v) is computed in the radial wave-

number-frequency domain by means of an exact stiffness
formulation for a multilayered halfspace.13,27–29 In the ab-
sence of material damping, the functionũzz

Gaxi(kr ,zR,v) be-
comes zero for certain values ofkr , which correspond to the
surface wave poles of the integrand. The number of poles is
almost proportional to the frequency and the total thickness
of the layers above the halfspace. Several techniques to re-
move the poles from the path of integration have been re-
ported in literature. We have added material damping as this
method of pole removal corresponds to a physical reality.
Moreover, the kernel functionJ0(krr ) introduces rapid oscil-
lations for large values of the horizontal source–receiver dis-
tance.

In view of the foregoing remarks, an efficient quadrature
scheme is needed for the evaluation of the inverse wave
number integrals. According to Xu and Mal32 an adaptive
algorithm with self-adjusting interval, concentrating abscis-
sas around regions of sharp variations inũzz

Gaxi(kr ,zR,v) and
taking full advantage of previously computed values of the
integrand, is most useful in order to obtain an accurate evalu-
ation of the wave number integral with a minimum number
of function evaluations.

Apsel and Luco27 have used Lagrange’s five-point for-
mula, representing the integrand locally with a quartic poly-
nomial for variable step size. They use a hybrid quadrature
scheme, in a sense that, depending on the magnitude of the
arguments of the Bessel functions, a non-Filon method or a
Filon method is used. We have followed Frazer and
Gettrust33 and used a generalized Filon method which makes
use of an asymptotic expansion in a way that does not de-
pend on the accuracy of the expansion.

For the numerical results presented in this paper, the
value of the dimensionless quadrature stepD k̄r5DkrCs /v
50.001 is specified. The choice of the quadrature step is not
governed by a requested absolute and/or relative accuracy
over the whole integration interval. Instead,D k̄r is allowed
to decrease or increase by a factor of 16, depending on an
integration error, estimated as the contribution of the fourth-
order term to the integral in the integration interval under
consideration. The upper bound restriction onD k̄r is relaxed
for k̄r.1.5 beyond which the integrand is known to be
monotonic. The total integration interval is truncated atk̄r

max.
A particular value ofk̄r

max defines a decreasing spatial reso-
lution for increasing frequencyv. In this example, the inte-
gration is continued up tok̄r

max53200.0, a value based on
experience rather than on a criterium based on requested ac-
curacy.

APPENDIX B: THE 3D GREEN’S FUNCTION IN THE
WAVE-NUMBER-FREQUENCY DOMAIN

The Green’s functionũzz
G (xR,ky ,zR,v) in the wave-

number-frequency domain is found as the inverse Fourier

transformation of the Green’s functionũ̃zz
G (kx ,ky ,zR,v):
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ũzz
G ~xR,ky ,zR,v!5

1

2pE2`

1`

ũ̃zz
G ~kx ,ky ,zR,v!

3exp~2 ikxx
R! dkx . ~B1!

The Green’s functionũ̃zz
G (kx ,ky ,zR,v) can be written imme-

diately in terms of the axisymmetric Green’s function
ũzz

Gaxi(kr ,zR,v):

ũ̃zz
G ~kx ,ky ,zR,v!52pũzz

Gaxi~Akx
21ky

2,zR,v!, ~B2!

where use has been made of the relationkr
25kx

21ky
2 between

the radial wave numberkr and the horizontal wave numbers
kx andky . The factor 2p follows from the relationship be-
tween the Hankel transform used in a cylindrical coordinate
system and the double Fourier transform used in a Cartesian
frame of reference. According to Eqs.~B1! and ~B2!, the
Green’s functionũzz

G (xR,ky ,zR,v) becomes

ũzz
G ~xR,ky ,zR,v!5E

2`

1`

ũzz
Gaxi~Akx

21ky
2,zR,v!

3exp~2 ikxx
R! dkx . ~B3!

Since the axisymmetric function is an even function ofkx ,
this can be simplified to

ũzz
G ~xR,ky ,zR,v!

5 2E
0

1`

ũzz
Gaxi~Akx

21ky
2,zR,v!cos~kxx! dkx . ~B4!

For each value ofky , this inverse integral transformation is
performed with a Filon method, where the kernel-free part of
the integral is sampled at nonequally spaced abscissa in the
integration interval@0,kx

max# and approximated by a parabolic
function. The integration rule is based on overlapping pa-
rabola’s and it combines an integrating and a smoothing
function.34

A few remarks regarding the choice of the quadrature
step sizeDkx5kx

i 112kx
i and the total lengthkx

max of the in-
tegration interval are appropriate here. As explained in Ap-
pendix A, the axisymmetric Green’s functionũzz

Gaxi(kr ,zR,v)
is computed with an adaptive generalized Filon’s method,
using a fourth-order polynomial interpolation of the kernel-
free part of the integrand, involving a variable quadrature
stepDkr . Dkx is therefore determined as

Dkx 5 A~kr
i !22ky

22A~kr
i 11!22ky

2, ~B5!

with kr
i and kr

i 11 two successive radial wave numbers for
which the axisymmetric Green’s functionũzz

Gaxi(kr ,zR,v) has
been calculated. Care must be also taken regarding the
choice of the upper limitkx

max for the numerical integration,
especially forx tending to 0, as the singular behavior of the
Green’s function only appears for largekx

max.
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A mechanical joint is one of the most effective ways to reduce the transmission of structure-borne
sound. In order to increase the transmission loss, heavily damped joints are often used, which, in
many cases, will reduce the structure integrity and hence can only be used in limited cases. In this
study attention is focused on a type of resonant joint, i.e., a joint which will increase the
transmission loss but will not reduce the structure integrity. The study is based on experiments in a
one-dimensional structure. It is found that by adjusting the overlap of the joint, the transmission loss
of 30 dB can be obtained at a certain frequency range without adding any dissipative materials. The
mechanism of this high transmission loss is the cantilever-type resonance. The resonant frequency
can be predicted precisely. The influence of extra dissipative material is investigated. The
performance of the same joint in a finite structure is also examined by using the concept of
vibrational insertion loss. When there is a certain damping in a finite system, a rather high insertion
loss can still be achieved by using the above-mentioned joint, but the resonant frequency is shifted
to higher end. It seems that the effective length of the cantilever is shortened by the finiteness.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1387996#

PACS numbers: 43.40.At, 43.40.Tm@PJR#

I. INTRODUCTION

A mechanical joint is one of the most common, and the
most effective, ways to reduce transmitted structure-borne
sound and hence the radiated noise level. Much attention has
been paid recently to optimize the designs of structure con-
nections for noise and vibration reductions. The European
projectOSCAR~Optimization of Structural Connections for
Noise and Vibration Reduction!, which involves 12 partners
and lasts for 3 years, is an example of such an effort. In order
to increase vibration transmission loss and to reduce vibra-
tion velocity level, damped joints are often used in practice,
which, in many cases, are based on adding different types of
viscoelastic materials and will inevitably reduce the structure
integrity; hence, they can only be used in limited situations.

An investigation on the vibration transmission loss of a
traditional bolted joint is carried out in this paper. In order
that the joint has a high mechanical strength, no special em-
phasis is put on damping material. Instead, the investigation
is mainly concerned with the geometry of a joint. Since no
theoretical model is available for this type of traditional
joint, the study described below is based on measurements
concerned with bending waves only.

Two parameters are used in the investigation: vibrational
transmission loss when the property of an infinite system is
concerned, and ‘‘vibrational insertion loss’’1 when the sys-
tem is finite. The latter is the reduction of the averaged vi-
bration velocity level of a certain area by the insertion of the
joint into a finite system and is similar to the concept of
acoustical insertion loss as one uses for the description of the
properties of a muffler.

II. TRANSMISSION LOSS

A beam system is considered. At any point of the beam,
there is always a bending wave, and a near-field solution,
propagating in each direction. When the measurement points
are far away from any discontinuities, the near-field solutions
can be neglected and the transfer functions between the ap-
plied force and the vibration signals at measurement point 1
and 2 can be expressed as

H15H11H2

H25H1 exp~2 jks!1H2 exp~ jks!, ~1!

where ‘‘1’’ and ‘‘ 2’’ denote the direction of wave propaga-
tion, ands is the distance between the two points. The term
exp(jvt) is omitted throughout the paper. From the two mea-
surements we can calculate the transfer functions between
the applied force and the waves propagating in each direction
as

H15
H1 exp~ jks!2H2

exp~ jks!2exp~2 jks!

~2!

H25
H22H1 exp~2 jks!

exp~ jks!2exp~2 jks!
.

The formula is valid whenksÞnp, wheren is an integer.
The vibration transmission loss of a joint, as defined in

Ref. 2, is measured by using the arrangement as illustrated in
Fig. 1, where beamA is connected to beamB through the
joint being tested. The four measurement points are sym-
metrically placed about the center of the joint. Using the
coordinate system as illustrated in Fig. 2, the relation be-
tween the propagating waves in the two beams, in a steady
state, can be expressed in matrix form as

a!Author to whom correspondence should be addressed; electronic mail:
fengl@fkt.kth.se
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FHa1

Hb1
G5FHa2 Hb2

Hb2 Ha2
G F rt G , ~3!

wherer is the reflection coefficient andt is the transmission
coefficient. Solving Eq.~3!, we get

F rt G5FHa2 Hb2

Hb2 Ha2
G21FHa1

Hb1
G . ~4!

The vibration transmission loss is finally obtained as

R5210* log~ utu2!. ~5!

Note that this method does not require reflection-free
terminals. The arrangement of sandboxes at the terminal in
the test setup~Fig. 1! is used to reduce reflections and hence
to increase measurement accuracy.

The beam used in the measurement is 35 mm wide and
about 2000 mm long, with the joint being tested located in
the middle area. The beam is embedded into sand at both
ends, each about 300 mm long, in order to reduce the reflec-
tion from terminals. The system is excited with white noise
by a shaker~B&K 4810! connected to the beam via a thin
steel bar and a force transducer~B&K 8200!. A laser Doppler
meter~Polytec Vibrometer! picks up the vibration signals.

The transmission losses for beams with thickness range
from 1 to 4 mm, and the configuration of the joint being
tested is shown in Fig. 3, where the result of the 2-mm beam
is the average of six measurements by disassembling and
reassembling the joint. Surprisingly, we get two very high
peaks between 2 and 2.5 kHz for the 1-mm beam. For the
2-mm beam, we also get a fairly high peak of transmission
loss at around 4 kHz. Measurements show that if the tight-
ening torque is larger than a certain level, we always get the
same result, with the standard deviation~for data in dB scale!
less than 10%.

By checking the geometry of the beam, we noticed that
one peak of the 1-mm beam, which is at about 2020 Hz, is
due to the beamwidth~35 mm!: It is just a half-wavelength
of a 1-mm steel plate at that frequency. Since the beam is

only connected at the center, it is very easy for the beam to
resonate at half-wavelength, which, due to the interaction of
the two beams at the overlap area, in turn produces a very
high transmission loss. In order to suppress this type of peak,
in the following measurements we mainly use two bolts in a
row.

There is still one more peak for the 1-mm beam and
another one for the 2-mm beam. Further investigation reveals
that those peaks correspond to the first resonance of a
clamped-free beam with roughly the same length of distance
between the bolts and the edge of the beam. It is this reso-
nance that blocks vibration transmission across the joint. For
thicker beams, the peaks appear at higher frequencies and
hence are not noticeable in the frequency range used for the
analysis. In order to check that, more measurements on vi-
bration transmission loss are performed. Some results on the
1-mm beam are shown in Fig. 4, with the corresponding
specifications of the joints illustrated in the same figure. All
joints are without any extra absorptive treatment.

There is basically no transmission loss at the investi-
gated frequency range~,3000 Hz! when the distance be-
tween the bolts and the edge is 10 mm, which is what was
expected. When this distance is increased to 20 mm, a high
peak appears at around 2–2.5 kHz. The vibration transmis-
sion loss at this frequency range is about 25 to 45 dB! In-
creasing this distance to 30 mm we get a peak of 50 dB at
about 1 kHz, and with unequal distance of 20 and 30 mm we

FIG. 2. The coordinate system for the calculation of transmission loss.

FIG. 1. Arrangement for the measure-
ment of transmission loss.
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get two peaks of transmission loss at the same frequencies as
previous measurements, although with lower level. The fre-
quencies of all those peaks are predictable by estimating the
‘‘cantilever’’ beam resonance.

For the case of 10-mm distance between the bolts and
the edge, the peak of transmission loss should appear at the
frequencies near 10 kHz, which is not detectable when the
up-frequency limit is lower than that. This also explains why
this cantilever resonance has seldom been reported: The
length of the cantilever in a practical structure usually is
around 10 mm, which puts the resonance, in most cases, out
of the frequency range of interest.

Measurements are also made for 2-mm thick beam~Fig.
5! with the same kind of joints. The peaks of transmission
loss appear at exactly the same frequencies as we expected.
Similar to the case of the 1-mm-thick beam, unequal distance
yields two lower peaks. The second peak of the combination
of 20- and 50-mm distances seems higher and wider than
what we expected. The reason is that this is a combination of
two peaks: the first resonance of the 20-mm cantilever beam
~;4196 Hz! and the second resonance of the 50-mm canti-
lever beam~;4272 Hz!. The combination of 10- and 60-mm
spacing also shows the first and second resonance of the
60-mm cantilever in the transmission loss.

FIG. 3. Transmission loss of a joint in four different
beams. Solid: h51 mm, Dotted thick: h52 mm,
Dashed: h53 mm, Dotted thin: h54 mm.

FIG. 4. Measured transmission loss of joints with 1 line of bolts. Thickness of the beam: 1 mm.
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In order to see the mechanism of the high transmission
loss, the reflection coefficientr and the quantity 12r 22t2,
which can be taken as an estimate of the percentage of the
energy absorbed by the joint when both sides of the joint are
of the same thickness, are presented in Fig. 6. The corre-
sponding transmission loss is shown in the lower right of
Fig. 5. One may see that most of the energy is reflected back
to the excitation side instead of being absorbed by the joint.
The peak of the curve 12r 22t2 at around 4000 Hz, which
also corresponds to a small peak of transmission loss, may be
due to the friction between beams.

The influence of dissipative materials on the transmis-
sion loss is investigated in Fig. 7, where 5-mm-thick porous
rubber is placed in between the two beams. As expected, a
sound transmission loss of about 3–4 dB is obtained in a
rather wide frequency range. A high peak of transmission

loss is also seen in the figure, with the frequency much
higher than the corresponding one without dissipative mate-
rial, since the effective length of the cantilever is shortened
due to the existence of the damping layer. If the cantilever-
type resonance is desired to increase the transmission loss,
one has to be careful with the dissipative materials.

A special ‘‘washer’’ is also designed and tested; the con-
figuration and results are shown in Fig. 8. Three peaks can be
seen from the figure, with one corresponding to the 20-mm
cantilever and two corresponding to the 40-mm cantilever
~the first and second resonance!. These results indicate that in
practical cases we may design special washers either to re-
duce the transmission loss of structure-borne sound at certain
frequencies, or to increase the effective frequency band of
sound reduction for the existing joints.

Figure 9 shows transmission loss of joints with two lines

FIG. 5. More results for joints with 1 line of bolts. Thickness of the beam: 2 mm.

FIG. 6. Reflection coefficient and the energy absorbed at the joint. Thickness of the beam: 2 mm. The corresponding transmission loss is shown in Fig. 5.
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of bolts, with the specification shown in the same figure. The
distance between the bolts and the edge is fixed to 10 mm in
this configuration. As we have seen from the measurements
shown in Fig. 4, this edge distance has virtually no influence
on transmission loss in the frequency range of interest.
Hence, the transmission loss obtained in Fig. 9 is mainly
contributed by the part between the two lines of the bolts.

There is a blunt peak of transmission loss in this type of
joint, with a height of about 4–6 dB. The position of this
peak is in inverse proportion to the distance between the
joints rather than to the square of the distance between the
joints, indicating that the reflection due to the beam reso-
nance is not the only reason for the transmission loss. As
indicated in Refs. 2 and 3, the damping introduced by such
an arrangement, mainly due to the friction of the two beams,
is rather high. It is the combination of the above-indicated
two effects which yields the transmission loss of this type of
arrangement.

III. VIBRATIONAL INSERTION LOSS

A practical system is always finite. For many cases it is
difficult to measure, and to interpret results by, transmission
loss. The vibrational insertion loss is introduced in Ref. 1 for
such a situation. This method employs a reference sample,
which is otherwise identical to the test one but without the
joint being tested. The two samples are mounted in a test rig
successively and measured under exactly the same condition.
By comparing the averaged vibration velocity level of the
two successive measurements, the vibration reduction intro-
duced by the insertion of the joint, or vibrational insertion
loss, is obtained. As we can see from the method, the results
obtained are also dependent on other structures connected to
the test samples. Hence, it is very important to have the test
situation, vibro-acoustically, as close to a practical situation
as possible.

The same beam and joints as described previously are
also tested for vibrational insertion loss in order to see the

FIG. 7. Transmission loss of a joint with dissipative material between beams.

FIG. 8. Transmission loss of a joint with a special washer.
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FIG. 9. Transmission loss of joints with two lines of bolts. Thickness of the beam: 1 mm.

FIG. 10. Vibration insertion loss in finite beams. Left: 1-mm thick beam; Right: 2-mm thick beam.

FIG. 11. Vibration insertion loss for 3-mm beam.
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performance in a finite system. The two ends of the beam are
clamped by two vises with 6-mm-thick rubber pads at the
jaws, in order to introduce a certain damping at the ends as a
practical structure does. The loss factor of the whole system
in this case is about 3 percent in the frequency range of
interest. In this way the samples can also be easily replaced.

In order to reduce the influence of the extra weight in-
troduced by the bolts and the overlapped part of the beam, a
joint with 10-mm distance between bolts and the edge~see
the upper left of Fig. 3! is used to serve as the reference case.
This joint introduces virtually no transmission loss and has a
modal behavior similar to the test cases. Since the vibrational
insertion loss compares spectra of two finite systems,
narrow-band analysis will yield a big fluctuation in results
due to small shifts of resonant peaks. Hence, the results are
presented in 1/3-octave band.

The vibrational insertion losses of the joints in 1- and
2-mm beams are illustrated in Fig. 10. The peaks due to the
resonance of the cantilevers are still seen in that figure, al-
though much lower than those in transmission losses, as one
can expect. The vibrational energy in this case is absorbed at
the edge and at the joint itself. In order that a reflective type
of joint has an effect of vibration reduction in a finite system,
a certain amount of damping is necessary. Fortunately, most
practical structures can fulfill this requirement. When the
damping at the beam ends approaches infinity, the vibrational
insertion loss approaches the transmission loss measured pre-
viously.

One may also notice that the effective length of the can-
tilever seems shortened in a finite system: the peaks appear at
higher frequencies than those in corresponding transmission
losses. However, the relative position of the peak is still in

inverse proportion to the square of the relative length, indi-
cating that the insertion loss measured is due to the reso-
nance corresponding to the wavelength.

The vibrational insertion loss of a 3-mm beam is shown
in Fig. 11, where the low-frequency fluctuation is due to the
measurement error, since the beam is too short for a 3-mm-
thick one if we want to avoid the near-field influence.

IV. CONCLUSIONS

The distance between the bolts and the edge of the beam
is vital to the vibration transmission loss. With properly de-
signed parameters, very high transmission loss can be ex-
pected at certain frequencies. The resonance of the cantilever
is the reason for this high transmission loss, and the position
of the peak is predictable. The vibration energy is mainly
reflected back from the joint instead of being absorbed. It is
possible to design a special washer in order to achieve a high
transmission loss at the desired frequencies. For a finite sys-
tem with a certain absorption, this type of joint can produce
a rather high peak of vibrational insertion loss, but the effec-
tive length of the cantilever seems shortened due to the fi-
niteness of the structure.

For a joint with two lines of bolts, a blunt peak of trans-
mission loss can be expected. The mechanism of that is both
reflection and absorption.

1L. Feng, ‘‘An experimental method for vibrational insertion loss of me-
chanical joints,’’ Acustica87, 191–198~2001!.

2L. Cremer and M. Heckl,Structure-Borne Sound, 2nd ed.~Springer, Ber-
lin, 1988!.

3A. Mazelet, ‘‘Measurement of the reflection and transmission properties of
junctions in beams,’’Report TRITA-FKT 1997:28~KTH, Stockholm, Swe-
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The acoustic wave generation in a specimen irradiated by a pulsed microwave is predicted
theoretically. The specimen is a viscoelastic rod inserted into a wave guide. The model is based on
Maxwell’s equations, heat equation and thermoviscoelasticity theory. Computations show the
presence of temperature oscillations due to the electromagnetic interferences in the irradiated rod if
its electromagnetic absorption is low. An experimental method to infer indirectly the detailed
behavior of microwave-generated acoustic waves in polymer rods, including the influence of
electromagnetic wave reflection at the rod ends, is presented. The method consists of measuring the
oscillations in the particle acceleration detected at the end of the rod that are induced by variations
in the polymer rod length. The oscillations are caused by changing electromagnetic standing-wave
conditions within the rod. It is found that these oscillations are in agreement in period, amplitude,
and phase, with independent values of the complex dielectric constant and complex acoustic
slowness of the polyvinyl chloride samples used in the study. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1391241#

PACS numbers: 43.40.Le, 43.40.Cw@RAR#

LIST OF SYMBOLS

a lateral dimension of the rod
a(z,t) axial acceleration
b lateral dimension of the rod
C specific heat
E(z,t) electric field intensity
E* (v) complex modulus

f̃ (z,v) Fourier transform of functionf (z,t)
at cross-sectionz

F(z,t) normal force
H(z,t) magnetic field intensity
k* complex electromagnetic wave number
L rod length
m TE mode number
ma accelerometer mass
n TE mode number

Ñ(v) Fourier transforms of the strain atz50 due to the
wave travelling in the direction of decreasingz

P instantaneous electromagnetic power
Pm mean electromagnetic power

P̃(v) Fourier transforms of the strain atz50 due to the
wave traveling in the direction of increasingz

R(v) electromagnetic reflection coefficient
S cross-sectional area of the rod
S* complex slowness
t time
T(v) electromagnetic transmission coefficient
T0 period of the incident electromagnetic wave
u(z,t) axial displacement
n(z,t) axial particle velocity
z axial coordinate
Za accelerometer impedance
b coefficient of linear thermal expansion
d~v! Dirac distribution
«(z,t) longitudinal strain
«* complex dielectric permittivity
m0 magnetic permeability
n frequency
n0 frequency of the incident electromagnetic wave
v angular frequency
v0 angular frequency of the incident

electromagnetic wave
P Poynting vector
u(z,t) temperature rise
r mass density of the rod
s(z,t) normal stress
t pulse width

I. INTRODUCTION

Acoustic wave generation by electromagnetic waves has
been widely studied in the case of laser generated ultrasound.

Hutchins has presented an extensive review of both experi-
mental and theoretical works on this subject.1 On the other
hand, the literature on acoustic wave generation by thermal
effects due to electromagnetic microwaves concerns essen-
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tially the auditory sensations produced in men who heard a
‘‘click’’ or another sound when their head was irradiated by
high-energy microwaves. A comprehensive review has been
written by Chou and Guy2 about this subject. Several mecha-
nisms have been suggested to explain the phenomenon of
microwave hearing, i.e., radiation pressure, electrostriction
or thermal expansion. Now it is known that the main cause is
the thermal expansion due to the microwave absorption: the
microwave energy is absorbed and converted into thermal
energy, which caused the irradiated material to expand in
accord with its thermoelastic properties. Thus the acoustical
waves are produced by a sudden heating of the irradiated
material.

Microwave generation of acoustic waves was reported
by Abeles3 and later confirmed, and the results extended, by
Zemel and Goldstein.4–6 In these prior experiments the
mechanism of acoustic generation was direct momentum
transfer between electrons accelerated in the microwave rf
field and the lattice ions in a discrete atomic solid or interfa-
cial scattering of the electrons. Therefore, acoustic waves
were produced at the same frequency as the incident micro-
wave power~;10 GHz!. The momentum transfer mecha-
nism also dominates at lower frequencies, as demonstrated
by Chimenti in C-band experiments on aluminum films at
400 MHz.7

In most studies concerned with acoustic wave generation
by thermal effects caused by electromagnetic radiation~laser
or microwaves!, it is considered that the temperature rise
decreases exponentially with increasing distance from the ir-
radiated surface.8–13 This statement is valid if the electro-
magnetic radiation absorption of the material is significant.
For instance, in the case of laser-generated ultrasound, the
penetration depth is generally very short compared to the
thickness of the irradiated specimen. Consequently, the
acoustic waves are generated in a small region very close to
the irradiated surface, and the spatial temperature profile can
be assumed to be exponential. This circumstance is identical
for microwave irradiation only if the material absorption of
microwaves is significant. For a lot of polymers, however,
the microwave absorption is very low, and the penetration
depth may be very large compared to the thickness of the
specimen. Under these conditions, we have shown
experimentally14,15for an irradiated polymer that the acoustic
generation occurs not only near the irradiated surface, but
also at the opposite surface or inside the rod. In previous
papers, it was considered empirically that the spatial distri-
bution of the temperature rise in an irradiated polymer rod
was either uniform or linear15,16 with a small variation, or
exponential.17 In these studies,15–17 the technique was used
to evaluate the Young’s modulus of the irradiated material.
The comparison with results obtained by an impact method
on long instrumented rods showed a very good agreement.15

However, it was not possible to predict the acoustic genera-
tion a priori from the microwave source power and from the
electromagnetic, the thermal and the acoustic properties of
the specimen.

First, the aim of the current paper is to predict the acous-
tic wave generation in a specimen irradiated by a pulsed
microwave. The specimen is a viscoelastic rod inserted into a

wave guide. If the microwave absorption is low, we will
show that the temperature distribution is not exponential and
that the model predicts the presence of temperature oscilla-
tions due to electromagnetic interference of waves reflected
from the rod ends.

Afterward, we will present an experimental method to
test the theoretical model and to investigate indirectly the
temperature oscillations by using an accelerometer mounted
on a polyvinyl chloride~PVC! rod. After the presentation of
the experimental arrangement, a new method will be de-
scribed to determine the real part of the permittivity. Then, a
complementary test is discussed that permits the evaluation
of the remaining unknown characteristics of the material
studied; these properties are the viscoelastic complex acous-
tic slowness and the imaginary part of the dielectric permit-
tivity. The results will allow us to test the validity of the
theoretical model in this case.

II. THEORY

Let us consider a rod which is straight, cylindrical, slen-
der and made of linearly viscoelastic material. Its cross sec-
tion is rectangular with lateral dimensionsa andb and cross-
sectional areaS. Its density and length arer andL ~see Fig.
1!. The axial coordinate isz.

The rod is put in a rectangular wave guide of internal
lateral dimensionsa andb. There is enough play between the
rod and the wave guide so that the rod can slide freely.

The rod is irradiated by a time-gated microwave at fre-
quencyn0 in TEmn electromagnetic mode. The pulse width is
t and the incident electromagnetic power~mean power! is
Pm

i .

A. Determination of the temperature

To determine the temperature reached by the material
we need knowledge of the instantaneous electromagnetic
power.

Maxwell’s equations, in the absence of currents and
charges, are

“•Ẽ50, “•H̃50, “3Ẽ52m0ivH̃,
~1!

“3H̃5«* ivẼ,

wherev is the angular frequency related to the frequencyn

by v52pv, Ẽ the Fourier transform of the electric field
intensity E, H̃ the Fourier transform of the magnetic field
intensity H, m0 the magnetic permeability and«* 5«8
2 i«9 the complex dielectric permittivity of the material.

FIG. 1. Rod put in a rectangular wave guide~cut out of the wave guide!.
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First, let us consider that the fields are due to a plane
wave propagating in the positivez direction in an infinite
wave guide filled with an absorbing material

Ẽ1~x,y,z,v!5Ẽ0
1~x,y,v!e2 ikz* z

and ~2!

H̃1~x,y,z,v!5H̃0
1~x,y,v!e2 ikz* z,

where kz*
25m0«* v22(kx

21ky
2)5m0«* v22kt

25(kz8
2 ikz9)

2 is the complex wave number. The real partk8(v) of
kz* is an odd function of frequency, its imaginary part
2k9(v) is an even function.

Considering a TE mode (Ez
150) and a wave guide with

a rectangular cross section, it can be demonstrated from the
Maxwell’s equations~1! that

Ẽ0x
1 ~x,y,v!52

ky

kx
Ẽ0

1~v!cxsy ,

H̃0x
1 ~x,y,v!52

kz*

vm0
Ẽ0

1~v!sxcy ,

Ẽ0y
1 ~x,y,v!5Ẽ0

1~v!sxcy , ~3!

H̃0y
1 ~x,y,v!52

kz* ky

kxvm0
Ẽ0

1~v!cxsy ,

Ẽ0z
1 ~x,y,v!50, H̃0z

1 ~x,y,v!5 i
kt

2

kxvm0
Ẽ0

1~v!cxcy ,

wherecx5coskxx, cy5coskyy, sx5sinkxx, sy5sinkyy with
kx5mp/a andky5np/b for the TEmn mode.

For a wave propagating in the negativez direction the
electric and magnetic fields are deduced from Eqs.~3! by
substitutingkz* for 2kz* and Ẽ0

1(v) for Ẽ0
2(v). Conse-

quently, for two waves propagating in both directions, the
electric and magnetic fields are given by

Ẽx52
ky

kx
cxsy~Ẽ0

1e2 ikz* z1Ẽ0
2eikz* z!,

H̃x52
kz*

vm0
sxcy~Ẽ0

1e2 ikz* z2Ẽ0
2eikz* z!,

~4!
Ẽy5sxcy~Ẽ0

1e2 ikz* z1Ẽ0
2eikz* z!,

H̃y52
kz* ky

kxvm0
cxcy~Ẽ0

1e2 ikz* z2Ẽ0
2eikz* z!.

For z,0 the wave guide is filled with a semi-infinite me-
dium called the incident medium~superscripti!. The conti-
nuity of the tangential components of the electric and mag-
netic fields at the interfacez50 between the incident
medium and the rod gives

Ẽ0
1~kz* 1kz

i* !1Ẽ0
2~kz

i* 2kz* !52kz
i* Ẽ0

i 1 . ~5!

For z.L the wave guide is filled with a semi-infinite me-
dium called the transmitted medium~superscriptt!. The con-
tinuity of the tangential components of the electric and mag-
netic fields at the interfacez5L between the rod and the

transmitted medium defines a reflection coefficientR(v)
given by

R~v!5
Ẽ0

2

Ẽ0
1

5
~kz* 2kz

t* !e22ikz* L

kz* 1kz
t*

. ~6!

If the transmitted-wave medium is a perfectly conducting
medium, the reflection coefficientR(v) must be replaced by

R~v!52e22ikz* L. ~7!

A transmission coefficientT(v) can be defined, from Eqs.
~5! and ~6!,

T~v!5
Ẽ0

1

Ẽ0
i 1

5 @2~kz* 1kz
t* !kz

i* #/@~kz* 1kz
i* !~kz* 1kz

t* !

1~kz* 2kz
t* !~kz

i* 2kz* !e22ikz* L #. ~8!

Or, if the transmitted-wave medium is perfectly conducting,
from Eqs.~5! and ~7!,

T~v!5
2kz

i*

~kz* 1kz
i* !2~kz

i* 2kz* !e22ikz* L
. ~9!

Then, Eq.~4! can be written

Ẽx52
ky

kx
cxsyA~z,v!Ẽ0

i 1 ,

H̃x52
sxcy

m0

kz* B~z,v!

v
Ẽ0

i 1 , ~10!

Ẽy5sxcyA~z,v!Ẽ0
i 1 , H̃y52

kycxsy

kxm0

kz* B~z,v!

v
Ẽ0

i 1 ,

where the functionA(z,v) andB(z,v) are defined by

A~z,v!5T~v!@e2 ikz* z1R~v!eikz* z#

and ~11!

B~z,v!5T~v!@e2 ikz* z2R~v!eikz* z#.

It can be noted that

]A

]z
52 ikz* B and

]B

]z
52 ikz* A. ~12!

The instantaneous power is given by

P~z,t !5E
S
P•eW z dS, ~13!

whereP5E3H is the Poynting vector andS is the internal
cross section of the wave guide. In the frequency domain the
Fourier transform of the instantaneous power is written using
the convolutions of the fields

P̃~z,v!5
1

2p E
S
~Ẽx* H̃y2Ẽy* H̃x!dS, ~14!

where Ẽx* H̃y stands for the convolution ofẼx and H̃y de-
fined by
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Ẽx* H̃y5E
2`

1`

Ẽx~V!H̃y~v2V!dV.

Introducing Eqs.~10! in Eq. ~14! leads to

P̃~z,v!5
1

2pm0
f xy@A~z,v!Ẽ0

i 1~v!#*

Fkz* ~v!B~z,v!

v
Ẽ0

i 1~v!G , ~15!

where the numberf xy is

f xy5E
S
S ky

2

kx
2 cx

2sy
21sx

2cy
2D dS

55
ab

2
for TEm0 modes,

ab

4

kt
2

kx
2 for TEmn modes ~m,n>1!.

~16!

By using relations~12! the derivative of the power~which
will be used for the calculation of the temperature!, is

] P̃

]z
52

i

2pm0
f xyF ~kz* BẼ0

i 1!* S kz* B

v
Ẽ0

i 1D
1~AẼ0

i 1!* S kz*
2A

v
Ẽ0

i 1D G . ~17!

For an incident sinusoidal wave at an angular frequencyv0

52pn0 , the field can be written

Ẽ0
i 1~v!5E0

i 1 p

i
@d~v2v0!2d~v1v0!#, ~18!

whered~v! is the Dirac function. For one periodT0 it can be
demonstrated that the mean values of the power and its de-
rivative are

Pm~z!5
1

T0
E

0

T0
P~z,t !dt

5
f xy

4m0v0
~E0

i 1!2@A~z,2v0!kz* ~v0!B~z,v0!

2A~z,v0!kz* ~2v0!B~z,2v0!#, ~19!

]P

]zU
m

~z!5
1

T0
E

0

T0 ]P~z,t !

]z
dt

5
i f xy

4m0v0
~E0

i 1!2A~z,v0!A~z,2v0!

3@kz*
2~2v0!2kz*

2~v0!#. ~20!

The mean power transported by the incident wave in a non-
absorbing incident medium is calculated by writingT(v)
51 andR(v)50 in Eqs.~11!. We obtain from equation~19!

Pm
i 5

kz
i8~v0!

2m0v0
f xy~E0

i 1!2. ~21!

The microwave sinusoidal train is emitted during a very
short time inducing a short thermal pulse so that heat con-
duction can be neglected. Then, the heat equation is

rC
]u

]t
52

1

S

]P

]z
, ~22!

whereu is the temperature rise, andC the specific heat. As a
consequence the temperature rise after one period is given by

uT0
~z!52

1

rCSE0

T0 ]P~z,t !

]z
dt52

2p

rCSv0

]P

]zU
m

~z!.

~23!

Thus, by using Eqs.~20! and ~21!, this temperature rise can
be written

uT0
~z!5

ipPm
i

rCSv0kz
i8~v0!

A~z,v0!A~z,2v0!

3@kz*
2~v0!2kz*

2~2v0!#. ~24!

Since the periodT0 is generally very short compared to the
pulse widtht, the temperature rise is

u~z,t !5
uT0

~z!

T0
t•r ~ t !5

uT0
~z!v0

2p
t•r ~ t !, ~25!

wherer (t) is a function given by

r ~ t !5H 0 for t<0,

t/t for 0,t,t,

1 for t>t.

~26!

In the following, it is convenient to write the Fourier trans-
form of the temperature rise in the following way:

ũ~z,v!5 r̃ ~v!K(
j 51

4

Aje
ajz, ~27!

where r̃ (v) is the Fourier transform of the functionr (t)
defined in Eq.~26!,

K5
2Pm

i tkz8~v0!kz9~v0!

rCSkz
i8~v0!

T~v0!T~2v0! ~28!

and

A151, a152 i @kz* ~v0!1kz* ~2v0!#522kz9~v0!,

A25R~2v0!,

a25 i @kz* ~2v0!2kz* ~v0!#522ikz8~v0!, ~29!

A35R~v0!, a352a2 ,

A45R~v0!R~2v0!, a452a1 .

B. Determination of the acoustical waves

According to the classical theory of thermo-
viscoelasticity,18 the normal stresss(z,t) and the longitudi-
nal strain «(z,t) are connected through the convolution
relation
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s~z,t !5E
2`

t

E~ t2t!
]

]t
@«~z,t!2bu~z,t!#dt

5
]E~ t !

]t * @«~z,t !2bu~z,t !#, ~30!

whereb is the coefficient of linear thermal expansion. In the
frequency domain, this relation becomes

s̃~z,v!5E* ~v!«̃~z,v!2E* ~v!bũ~z,v!, ~31!

whereE* (v) is the complex Young’s modulus of the mate-
rial, s̃(z,v), «̃(z,v), andũ(z,v) are the Fourier transforms
of the normal stress, the longitudinal strain, and the tempera-
ture rise above the initial temperature, respectively.

If the lateral dimensions of the rod are much shorter than
the wavelength, the radial inertia can be neglected. Then, the
Fourier transforms,s̃(z,v) andũ(z,v), of the normal stress
s(z,t) and the axial displacementu(z,t), respectively, are
related by

]

]z
s̃~z,v!52rv2ũ~z,v!. ~32!

To facilitate the analysis the temperature distribution will be
assumed to be independent of the mechanical state of the
material. From Eqs.~31! and~32! it can be demonstrated that
the Fourier transforms of the axial displacementũ(z,v), the
axial particle velocity ṽ(z,v), and the axial acceleration
ã(z,v) can be calculated if the longitudinal strain and the
temperature rise are known, i.e.,

ũ~z,v!5
1

v2S* 2 Fb
]ũ~z,v!

]z
2

]«̃~z,v!

]z
G ,

~33!
ṽ~z,v!5 ivũ~z,v!, ã~z,v!52v2ũ~z,v!,

whereS* 5S82 iS9 is the complex slowness of the material
given byS* 5Ar/E* . Assuming the small-strain hypothesis,
the longitudinal strain is related to the axial displacement by
«(z,t)5]u(z,t)/]z. Consequently, Eq.~32! becomes

]2«̃~z,v!

]z2 1v2S* 2«̃~z,v!2b
]2ũ~z,v!

]z2 50. ~34!

From Eq.~27! this last equation can be written

]2«̃~z,v!

]z2 1v2S* 2«̃~z,v!2b r̃ ~v!K(
j 51

4

aj
2Aje

ajz50.

~35!

The general solution of this equation is

«̃~z,v!5 P̃~v!e2 ivS* z1Ñ~v!eivS* z

1b r̃ ~v!K(
j 51

4 aj
2Aj

aj
21v2S* 2 eajz, ~36!

with P̃(v) andÑ(v) being two functions depending on the
boundary conditions at the ends of the viscoelastic rod. From
Eqs. ~31! and ~33!, we can write the normal stress and the
acceleration in function ofP̃(v) and Ñ(v). In the four ex-
pressionss̃(0,v), s̃(L,v), ã(0,v), andã(L,v), we elimi-
nateP̃(v) andÑ(v) to obtain relations between stresses and

accelerations at the ends of the rod. Therefore, these equa-
tions are independent of the boundary conditions

F s̃~L,v!

ã~L,v! G5PF s̃~0,v!

ã~0,v! G1G, ~37!

where

P5F cosvS* L
r

vS*
sinvS* L

2
vS*

r
sinvS* L cosvS* L

G ,

G5b r̃ Kv2F r

vS* (
j 51

4
Aj

aj
21v2S* 2 ~vS* cosvS* L

1aj sinvS* L2vS* eajL!

3(
j 51

4
Aj

aj
21v2S* 2~2vS* sinvS* L

1aj cosvS* L2aje
ajL!G . ~38!

It is noteworthy that the matrixP is related to the wave
propagation while the vectorG is related to the wave gen-
eration due to the thermal expansion. With this form, the
acceleration atz5L can be obtained from the boundary con-
ditions. The rod end atz50 is free. Consequently, the nor-
mal stress atz50 must be zero, i.e.,s̃(0,v)50.

The rod is instrumented with an accelerometer at the end
z5L. The accelerometer has a massma . Thus, the normal
force at this end is related to the axial velocity by

F̃~L,v!52Zan̄~L,v! or Ss̃~L,v!5
iZa

v
ã~L,v!,

~39!

whereZa is the mechanical impedance of the accelerometer.
At low frequencies the accelerometer can be assumed to be a
rigid mass. Then, its mechanical impedance is given byZa

5 imav. With the help of these boundary conditions and Eq.
~38!, the acceleration atz5L is

ã~L,v!5
P22G12P12G2

iZa

Sv
P222P12

. ~40!

III. NUMERICAL RESULTS

As examples of applications, the accelerations and the
displacements at the end of an irradiated rod are predicted in
two different cases: for a very long rod and for a short one.

For both rods, the same mechanical characteristics are
used in order to focus on the effect of the electromagnetic
wave interference. These characteristics are close to the char-
acteristics of a polymeric material~such as PVC!. To sim-
plify, it is assumed that the complex slowness is constant in
the considered frequency range~S85600ms/m, S9
510ms/m!. Actually, this fact is impossible since the com-
plex slowness must depend on the frequency owing to the
dispersion due to the radial inertia and the dispersion due to
the viscoelastic effect.19 This hypothesis is an approximation.
The density, the specific heat and the coefficient of linear
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thermal expansion used for the calculations equal 1380
kg/m3, 960 J/kg/°C, and 80.1026/°C, respectively. The
lengths of the irradiated specimens are 20 cm and 2 m. The
mass of the accelerometer is neglected so thatZa is zero. The
characteristics of the microwave generator are the same as
the ones of the generator used for the experimental verifica-
tion ~see Sec. IV A!.

The complex electromagnetic permittivities are identical
for the both irradiated rods. The real and imaginary relative
permittivities« r8 and« r9 are 3 and 0.02, respectively.

The maximum temperature rises predicted from Eq.~25!
are plotted in Fig. 2 for both rods.

It can be seen that, as it could be expected, the tempera-
ture variation is exponential if the rod is very long@see Fig.
2~a!#. However, in the case of the short irradiated rod@see
Fig. 2~b!#, some oscillations occur. These oscillations are
generated by the interferences of the electromagnetic waves
which are reflected on the opposite ends of the irradiated rod.
In the case of the long rod, the microwaves are almost com-
pletely absorbed before reflecting at the end of the rod.

The accelerations at the endz5L predicted from Eq.
~40! are plotted in Fig. 3. We can notice in Fig. 3~a! that the
larger peak~notedG0! corresponds to the generation of the
wave at the endz50. This wave propagates in the rod and is
reflected at the endz50 and leads to the second peak (R0),
and so on. Before the peakG0 , the acceleration is caused by
the generation in the bulk of the rod. In Fig. 3~b!, the same
peaks are visible~G0 and R0! but a series of other peaks
appears. The peakGL corresponds to the wave generated at
the endz5L, that is reflected at the endz5L and leads to
the peakRL . It is noticeable that the bulk generation is now
well influenced by the interferences of the electromagnetic
waves inside the rod and produces high frequency acoustic
oscillations. They are caused by the oscillations of the tem-
perature rise which were predicted in Fig. 2~b!. The peak at

high frequencies in the acceleration spectrum is due to the
same phenomenon@see Fig. 4~b!#.

An important remark is that the penetration depth effect
that was assumed in Ref. 14~Sec. D! is not predicted by the
present model. The previous measurements in Ref. 14 were
probably affected by the temperature rise of the material sub-
mitted to very high power microwaves. Hence the sound
speed in the material changed, that can explain the variation
of the arrival time.

The following section will be essentially dedicated to
the experimental verification of this new model. The pres-
ence of the temperature oscillations due to the electromag-
netic interferences will be particularly investigated.

IV. EXPERIMENTAL VERIFICATION

The aim of this section is to test experimentally the new
model. The model predicts the presence of temperature os-
cillations due to electromagnetic interference, in the case of
low microwave absorption, of waves reflected from the rod
ends. The main problems with experimental detection of this
effect are that the particle displacements associated with
these temperature oscillations are extremely small~,1 nm!
and that they occur in a frequency range~around 200 kHz for
polymers! well beyond the sensitivity of the mechanical ac-
celerometer used in prior studies. The upper frequency band-
width of an accelerometer is typically limited to 15–20 kHz.
One possible detection mechanism that was considered was
the use of a capacitive transducer to measure directly the
temperature-induced displacements. Unless such a capacitive
transducer has a large bandwidth and a very high
sensitivity,20,21 however, the estimated displacements would
be too small to be accurately characterized in this way. We
present another indirect method in this section.

FIG. 3. Accelerations atz5L for the
long rod ~a! and for the short rod~b!
versus nondimensional time.

FIG. 2. Maximum temperature rises
for the long rod@~a! L52 m# and the
short rod@~b! L520 cm#.
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A. Experimental setup

The microwave tonebursts are produced by a time-gated
electromagnetic generator at 9.41 GHz, as shown in Fig. 5.
The maximum power of the incident electromagnetic wave is
5 kW, and the pulse width is 8.75ms. The wave is delivered
by a standard wave guide plumbing~of cross section 23
310 mm! that permits only the fundamental wave guide
mode TE10 to propagate. To obtain the maximum power
from the generator, a hybrid tee impedance adaptor is in-
serted into the circuit and adjusted to achieve a minimum
voltage standing wave ratio~VSWR!, as measured by a watt-
meter.

The PVC rod sample is held vertically inside the wave
guide by means of a piece of foam put at the end of the wave
guide. The cross section of the rod is almost identical to the
cross section of the wave guide, but there is enough play
between them so that the specimen can slide freely. A piezo-
electric miniature accelerometer~Brüel & Kjaer 4374! is at-
tached to the end of the rod by means of a very thin layer of
ultrasonic couplant. The accelerometer’s massm is 0.65 g
and its charge sensitivity is 0.129 pC/m s22. Its dynamic fre-
quency range lies between about 1 Hz and 20 kHz. The
signal from the accelerometer is amplified by a charge am-
plifier ~Brüel & Kjaer 2525!, and the amplified acceleration
signals are recorded on a digital oscilloscope~Lecroy 9310!
that is, in turn, linked to a computerized data acquisition
system. The signals are averaged in the scope for 50 sweeps
in order to eliminate the electronic noise and the environ-

mental vibrations. Then, the signals are transferred to a com-
puter for further processing.

B. Determination of the real part of the permittivity

For the case of a short rod of PVC irradiated by micro-
waves, the model presented in the preceding sections pre-
dicts spatial oscillations of temperature in the rod caused by
the interferences of the electromagnetic waves reflected from
opposite ends of the irradiated rod. This phenomenon is
manifested as a peak at high frequencies in the acceleration
spectrum, and the experimental characterization of this peak
would allow one to determine the electromagnetic properties
of the specimen if the phase velocity in the rod is known at
any frequency. Although the frequency of the peak is too
high to be measured with an accelerometer, the acoustic ef-
fect of the oscillations described above can be investigated at
lower frequencies by another method. The idea is based on
the fact that the period of the temperature oscillations does
not depend on the length of the irradiated rod. Rather, the
amplitude of the acceleration generated is strongly influ-
enced by the temperature at its two ends because the effect is
produced by standing electromagnetic waves. As a conse-
quence, a variation of the length of the rod should lead to
oscillations of the amplitudes of the acceleration signals re-
lated to the temperature oscillations in the rod.

In order to illustrate this phenomenon, four simulations
are performed in Fig. 6 for a polymeric material~such as
PVC!. For the sake of simplicity, it is assumed that the com-
plex slowness is constant in the considered frequency range
~S85600ms/m, S9510ms/m, corresponding to a Young’s
modulus ofE853.83 GPa andE950.13 GPa!. The real and
imaginary relative permittivities are« r853 and« r950.02, re-
spectively. The density, the specific heat and the coefficient
of linear thermal expansion used for calculations are 1380
kg m23, 960 J kg21 °C21 and 8031026 °C21, respectively.
The length of the material varies from 2.5 to 25 cm, while its
lateral dimensions are a constant 23310 mm.

The amplitudeamax(L) of the acceleration peak identi-
fied in Fig. 6~a! is plotted versus rod length in Fig. 6~b!. We
identify l1 as the period corresponding to the oscillations in
the curve of the amplitude of the first acceleration spectrum
peak versus rod length@Fig. 6~a!#. Figure 6~c! presents the
maximum temperature rise versus coordinate distance along
the rod. The period of the spatial temperature rise isl2 .
Finally, l1 andl2 are compared in Fig. 6~d!.

As we can see in Fig. 7, the periodl2 of the temperature

FIG. 4. Acceleration spectra for the
long rod ~a! and for the short rod~b!
versus nondimensional frequency.

FIG. 5. Experimental setup~cut out of the wave guide!.
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oscillations is nearly independent of the imaginary part of the
permittivity « r9 ~for the case of low absorption!. For this
reason a measurement of the periodl2 permits the direct
determination of the real part« r8 of the material permittivity.

In order to measure the real part« r8 of the relative per-
mittivity of PVC, the acceleration caused by the acoustic
waves generated in rods for several lengths must be acquired.
The same PVC rod was used for all measurements after pro-
gressively reducing its length by cutting one edge. Figure 8
shows the values of the amplitudes of the first peak in the
acceleration spectra versus rod length. The experimental data
correspond to 58 different lengths of PVC rods from 7.6 to
11 cm. The error bars for each measurement correspond to
the dispersion obtained for five measurements. For the theo-
retical curve the characteristics of the PVC found in the next
section are used. Indeed, although the thermal periodl2 de-
pends only on the value of« r8 , the amplitudeamax(L) of the

first peak in the acceleration spectrum versus the rod length
depends on the other electromagnetic, thermal, and mechani-
cal characteristics.

As expected, oscillations corresponding to the interfer-
ences of reflected electromagnetic wave appear in the mea-
sured data. To achieve the closest agreement with experi-
ment, we adjust the value of« r8 in successive comparisons to
the experimental results. By successive approximation and
exploitation of error we estimate that, for the case shown in
Fig. 8, the optimal value is« r852.6760.03. The accuracy of
the fitted value may be attributed to the high sensitivity of« r8
with respect to the oscillation period of the acceleration spec-
trum maxima in Fig. 6~a!.

C. Determination of the other mechanical and
electromagnetic properties

To test the theoretical model thoroughly, the amplitudes
of the theoretical and the experimental curves plotted in Fig.

FIG. 6. ~a! Acceleration spectrum.~b! Amplitude of the first peak versus rod length.~c! Maximum temperature rise.~d! Comparison betweenl1 andl2 .

FIG. 7. Period of the temperature oscillations versus real part of the permit-
tivity for two different values of the imaginary part.

FIG. 8. Maxima of the first peaks of acceleration spectra versus rod length
~for PVC!.
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8 must be compared. For now, even though the complete
theoretical curve is plotted in Fig. 8, comparison between the
theoretical and the experimental values of the periodl2 in-
volves the behavior only of« r8 . The comparison of the am-
plitudes and the phases of the curves in Fig. 8, as well as the
periodicities, introduces additionally the behavior of the
imaginary part of the permittivity and that of the viscoelastic
characteristics of the solid~the coefficient of thermal expan-
sion, the density, the specific heat, and the microwave gen-
erator power are determined independently by means of
other tests!. To obtain values of these additional parameters,
complementary tests are performed on a PVC rod having a
length of 23.3 cm. The longer rod allows us to observe more
peaks within the frequency bandwidth of the accelerometer
and consequently to achieve better accuracy. The accelera-
tion signal of the acoustic waves generated inside the PVC is
given in Fig. 9. The high frequency oscillations at times less
than 1 ms are the result of spurious accelerometer reso-
nances.

To compare experimental and theoretical spectra, a
minimization procedure is used. The calculations are carried
out using three adjustable parameters~the real and imaginary
parts of the complex acoustic slowness and the imaginary
part of the dielectric constant!. The generator power is a
known quantity, and the real part of the permittivity is deter-
mined by the tests described above. The minimization pro-
cedure allows us to find an optimal set of parametersp that
provides a best fit of the theoretical spectrum to the experi-
mental one. The function we minimize is given by

J~p!5(
n

uuãexp~n!u2uã~n,p!uu, ~41!

where uãexp(n)u and uã(n,p)u are the moduli of the Fourier
transforms of the experimental and the theoretical accelera-
tions, respectively, andn is the frequency. The set of adjust-
able parameters isp5(S8,S9,« r9). The model acceleration
spectrum is varied by adjustingp to obtain a minimization of
the functionJ(p) above. It can be seen in Fig. 10 that the
fitted spectrum is quite close to the experimental one.

The minimization method permits us to estimate the
complex slowness and the imaginary part of the PVC dielec-
tric permittivity. This fitting procedure is performed on the

PVC rod of length 23.3 cm and for each specimen in which
we have varied the length from 7.6 to 11 cm. Although the
shorter rods evidence fewer peaks in their acceleration spec-
tra within the accelerometer bandwidth, we present here the
results of the minimization calculated for these shorter speci-
mens because a higher number of data points~see Fig. 8!
increases the accuracy of the method. We have verified that
the results obtained for the longer rod are in good agreement
with the set of parameters shown in Table I. The theoretical
curve amax(L) obtained with these parameters are plotted in
Fig. 8 and compared with the experimental one. This figure
shows a good agreement for any rod length, and we note that
the phases of the experimental and the theoretical curves are
also very close.

V. CONCLUSIONS

A model based on Maxwell’s equations, heat equation,
and thermoviscoelasticity theory has been established to
compute the acoustic field generated in a rod irradiated by
pulsed microwaves and embedded in a rectangular wave
guide. Compared to the previous model presented in Ref. 15,
the temperature oscillations and their acoustic effect can be
investigated. The amplitude of the acceleration can be pre-
dicteda priori.

Moreover, we have presented a method to infer indi-
rectly the detailed behavior of microwave-generated acoustic
waves in polymer rods. Because the displacements associ-
ated with these wave motions are extremely small~,1 nm!
and occur in a frequency range beyond the sensitivity of
mechanical accelerometers, we have chosen to examine the
behavior by employing an indirect inference method. We
have measured the oscillations induced in the acceleration at
lower frequencies by variations in the length of the polymer
rod. It has been found that these oscillations are in agreement
in period, amplitude, and phase, with independent values of
the complex dielectric constant and complex acoustic slow-

FIG. 9. Experimental acceleration signal. FIG. 10. Experimental and theoretical acceleration spectra~PVC, L
523.3 cm!.

TABLE I. Results obtained for PVC.

S8 ~ms m21! S9 ~ms m21! « r8 « r9(1022)

62668 14.961.1 2.6760.03 1.8960.19
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ness of the PVC samples used in the study. This finding
demonstrates the completeness of the theoretical calculations
and tends to confirm their validity. Combined with our earlier
experimental investigations on detection of microwave-
generated sound using gas-coupled acoustic techniques, this
new means of sound wave generation is ready for techno-
logical exploitation in several potential applications.
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par micro-ondes impulsionnelles,’’14èmeCongrès Français de Mécanique,
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Modifying modal characteristics of sound fields by state
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State feedback control of a sound field is investigated for improving the irregular distribution of the
natural frequencies at low frequencies. A state-space description of a sound field is derived from an
inhomogeneous wave equation using the finite element method. The feedback control system is
realized as a feedback filter between sensor microphones and control sources using a state estimator
for a linear dynamic system. Pole allocation is employed for calculating the state feedback gain
vector, such that the roots of the closed-loop system have the desired modal distribution. Computer
simulations are performed to demonstrate the control achieved by distributing the lowest undamped
natural frequencies in a uniform manner. As a result, the transfer functions with the state feedback
control are modified so as to have peaks at identical intervals for the frequency range of interest. A
control experiment in an enclosure is carried out with the same objective of control as modeled in
the simulations. The experiment verifies that the desired modal distribution can be achieved by
introducing the proposed state feedback control into a sound field. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1387096#

PACS numbers: 43.50.Ki, 43.55.Br, 43.55.Ka@MRS#

I. INTRODUCTION

Active sound field control, which involves the use of
electroacoustic transducers to drive the output of an acoustic
plant to a desired output, is useful in low-frequency applica-
tions because passive methods such as installing sound ab-
sorbers are not effective at low frequencies. Active sound
field control technology has been developed and studied by a
number of researchers, and has primarily involved the use of
methods based on inverse filtering of the transfer functions
from sound sources to receiving points in a sound field and
simulating the desired transfer functions as strictly as pos-
sible. However, in addition to dealing with transfer functions
from sound sources to receiving points, it is necessary to
regard a full sound field as a plant and to develop a method
to alter plant dynamics.

The full sound field can be treated as a plant by express-
ing a sound field mathematically with a wave equation. Nel-
son et al. developed feedforward control of a sound field
using frequency response functions based on a modal analy-
sis of the wave equation so as to minimize acoustic potential
energy.1–3 Ise et al. formulated a control method that ac-
counted for actuator dynamics using the boundary element
method for the same control objective.4 However, both of
these control methods require the reference signal of the pri-
mary source to be available and the sound field to be har-
monic. Thus, the effectiveness of such control cannot be
guaranteed when the primary source cannot be measured or
is uncorrelated. In addition to this, these methods are not
intended to alter plant dynamics.

The dynamics between a sound source and a receiving
point in a sound field are significantly affected by the poles
of the transfer function between them. By introducing a feed-
back loop into the system under study, the poles of the trans-
fer function can be controlled, thereby controlling the modal

response of the plant. Olson’s and May’s ‘‘electronic sound
absorber’’5,6 is one of the most notable works that involve
the application of feedback control to active sound field con-
trol. In their system, the sound pressure at the microphone
collocated with a loudspeaker is fed back through an elec-
troacoustic transducer. By choosing an appropriate feedback
gain, the local sound pressure near the microphone can be
reduced. Other investigations based on Olson’s and May’s
device have been published since then, and have primarily
been concerned with the classical control theory based on a
transfer function analysis and were not intended to provide
control over the acoustical characteristics of a sound field,
i.e., to treat a full sound field as a plant. Clarket al.7 pro-
posed a feedback control system based on Olson’s and May’s
device and direct rate feedback control for control of the
modal damping ratio of acoustic modes. Using the mode
theory, they described the stability of the sound field into
which their control system was introduced and showed the
simulation results for globally damping the acoustic response
of an enclosure.

Several studies on the application of the modern control
theory based on the state-space method for active sound field
control have been published. Dohneret al.8 and Baiet al.9

developed an active noise control system using linear qua-
dratic optimal control. In their system, the full sound field
was regarded as a plant, however it was assumed that the
modal parameters for describing the sound field in state
space were theoretically or experimentally known. Dohner
et al.10 also derived a method that was not based on the
mode theory for constructing a state equation for a sound
field but accounted for every mode. However, their analysis
was applied to a one-dimensional problem for simplicity.

In the present study, a state-space description of a sound
field is derived from an inhomogeneous wave equation using
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the finite element method. This allows the sound field to be
treated without relying on any kind of shape that may have
unknown modal parameters and also relieves us of the need
to identify the modal parameters of the sound field experi-
mentally. Controlling the poles of the transfer function for
the sound field using state feedback control is investigated
for improving the irregular distribution of the natural fre-
quencies of a sound field at low frequencies.

Generally, in a small room and at low frequencies, the
natural frequencies of the sound field are widely spaced. Spe-
cifically, if the room is symmetrical such as cubical or
spherical, the natural frequencies begin to degenerate, result-
ing in an irregular acoustic response of the room, with inter-
mittent large gaps between resonances. However, if the shape
of the room is designed appropriately, the natural frequencies
do not degenerate at all, and the natural frequencies are more
evenly spaced. Thus, in room acoustics, the distribution of
the natural frequencies as well as the damping of the sound
field should be designed appropriately for the fidelity of
transmission.11

When feedback control is employed for active noise
control for an enclosed sound field, the real parts of the poles
of the transfer function are modified such that the damping is
increased, attenuating the acoustic response in the vicinity of
the resonance frequencies. In order to distribute the natural
frequencies appropriately, the imaginary parts of the poles of
the transfer function should be modified. At present, there are
very few papers discussing this problem based on active
sound field control.

The optimum design for room shape for improving the
distribution of the natural frequencies of the sound field has
been discussed in several papers.12,13 However, the desired
distribution cannot always be realized by simply modifying
room shape. If the distribution can be actively controlled
with electroacoustic transducers, it is expected that the
acoustic response can be made more regular than by modi-
fying room shape alone. Therefore, it is noteworthy to con-
trol the distribution of the natural frequencies of a sound
field by active control.

II. STATE FEEDBACK CONTROL SYSTEM

A. State-space description of a sound field

Here, the procedure for constructing a state equation for
a sound field using the finite element method for describing a
sound field, i.e., a control plant, in state space is presented.

The inhomogeneous wave equation related to velocity
potentialf is expressed as follows:

“

2f2
1

c2

]2f

]t2 52q, ~1!

where c is the speed of sound in the fluid, andq is the
distribution of the strength of sound sources. Applying the
finite element method to the above equation with areaV and
boundaryG, the following can be obtained:14,15

Mf̈ 1Dḟ1Kf5fv, ~2!

with

Mi j 5
1

c2 E E E
V

NiNj dV, Di j 52rE E
G

1

z
NiNj dS,

Ki j 5E E E
V

gradNi•gradNj dV, f i5E E E
V

Ni dV,

wheref is a vector with components of velocity potentialf
at each node,v is the strength of the sound source,r is the
density of the fluid,z is the normal acoustic impedance of the
boundary surface, andNi is the interpolation function of the
i th node. Equation~2! can be transformed to a state-space
description as follows:

ẋ5Ax1Bv, y5cx, ~3!

with

A5F 0 I

2M21K 2M21DG , B5@b1b2¯bM#,

bi5 H 0
M21f i

J ~ i 51,2,...,M !,

x5H f

ḟJ , v5H v1

v2

]

vM

J ,

c5$ 0 0¯0 r 0¯0%,

whereI is the identity matrix, andM is the number of sound
sources;c of the output equation is formulated such that the
output y of the system becomes the sound pressurep
5r]f/]t at a point in the sound field.

B. Realization of feedback control system

To control a system through state feedback, all state
variables of the system must be directly observable. The state
variables of the state equation for a sound field derived in the
preceding section are the velocity potential and its time def-
erential at each node. It is not practical to observe all these
quantities, thus they must be estimated from some observed
variables, i.e., the outputs of the system. In this section, the
method for realizing the feedback control system as a feed-
back filter is described, using the theory of the observer.

By using the principle of superposition, the state equa-
tion for a sound field having control sources in addition to a
primary source can be expressed as follows:

ẋ5Ax1bpvp1Bsvs1w1 , y5Cx1w2 , ~4!

wherevp is the strength of the primary source,vs is a vector
with components of the strength of each control source,w1 is
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the process noise vector, andw2 is the observation noise
vector. By carrying out appropriate state feedback;vs

52Fx, Eq. ~4! can be modified into the following state-
space description for a closed loop system:

ẋ5~A2BsF!x1bpvp1w1 , y5Cx1w2. ~5!

When we use the Kalman filter to estimate the state
variablesx from the outputsy of the system, the state esti-
matexe is given by

ẋe5~A2BsF2KC !xe1Ky , ~6!

where

K5PCTR21 ~7!

andP is the solution of the Riccati equation;

05~A2BsF!P1P~A2BsF!T1Q2PCTR21CP, ~8!

whereQ and R are the covariance matrices ofw1 and w2 ,
respectively. By carrying outvs52Fxe instead of vs

52Fx, the transfer function matrixG(s) from y to the con-
trol source commandsvs can be expressed as follows:

Vs~s!52F~sI2A1BsF1KC !21KY ~s!

5G~s!Y~s!, ~9!

where the Laplace transforms ofy and vs are Y(s) and
Vs(s), respectively. Figure 1 shows a block diagram of the
acoustic system to which the feedback controller described
above is applied. The sound field control system can be ar-
ranged as shown in Fig. 2, where the use of one sensor mi-
crophone is assumed for simplicity. The state equation of the
composite system for the feedback controlled sound field and
the Kalman filter can be given by

H ẋ
ẋe

J 5F A 2BsF

KC A 2BsF2KC G H x
xe

J 1 Hbp

0 J vp ,

~10!

y5$c 0%H x
xe

J .

C. Control system design

If pole allocation is employed, the state feedback gain
vectorF can be found such that the eigenvalues ofA2BsF
are placed arbitrarily. This means that each of the natural
frequencies of a sound field can be shifted to a desired fre-
quency, thus allowing any distribution of natural frequencies
to be realized.

There are several algorithms to solve pole allocation
problems. For example, by the Ackerman’s algorithm, which
is applicable to single control input systems,F can be calcu-
lated as follows:

F5$0 0 ¯ 1%

3M c
21~AN1cN21AN211cN22AN221¯1c0I !,

~11!

where M c is the controllable matrix of the system andcn

(n50,1,...,N21) are the coefficients of the characteristic
equation having the desired poles (l1 ,l2 ,...,lN):

~s2l1!~s2l2!¯~s2lN!

5sN1cN21sN211¯1c1s1c0 . ~12!

III. NUMERICAL STUDIES ON PROPOSED CONTROL
METHOD

A. Control of a rectangular enclosure

A computer simulation was performed to demonstrate
control of the natural frequencies of an enclosure. A lightly
damped, two-dimensional model of a rectangular enclosure
as illustrated in Fig. 3 was selected for the simulation. The

FIG. 1. Block diagram of acoustic system with feedback controller.

FIG. 2. Arrangement of sound field control system.

FIG. 3. Two-dimensional model of rectangular enclosure for computer
simulation.
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enclosure dimensions were 2.264 m31.132 m, chosen so as
to raise the degeneration of its natural frequencies. The pri-
mary and control sources were modeled as piston sources
having uniform velocity distributions over their surfaces. The
finite elements used to discretize the sound field were first-
order, two-dimensional, isoparametric triangles. There were
960 such elements, assembled in 525 degrees of freedom.
For calculating the damping matrixD, it was assumed that
the matrix could be transformed into a diagonal matrix using
the undamped modal matrix and also assumed that the damp-
ing ratios were 0.01 for all modes. Then, the state equation
for the sound field was constructed by the method described
in Sec. II A.

The objective of control was defined as achieving a uni-
form distribution of undamped natural frequencies from the
first mode to the eighth mode. Thus, the desired poles were
set as shown in Table I to calculate the state feedback gain
vector. For the higher modes not listed in Table I, the real
parts of the desired poles were set to210, and the imaginary
parts were set equal to those without control. In this case, the
spacing between adjacent undamped natural frequencies was
33.3 Hz in the frequency range of interest. To calculate the
Kalman filter, the covariance matrixQ of the process noise
vectorw1 was set to 1024I and the variancer of the obser-
vation noisew2 was set to 1, where the covariance matrixR
of the observation noise vectorw2 in Eq. ~8! was altered tor
because only one sensor microphone was used. The impulse
responses at the receiving points were calculated from the
state equation of the composite system for the feedback con-
trolled sound field and the Kalman filter expressed in Eq.
~10!.

Figures 4 and 5 show the transfer functions at receiving
points R1 and R2, respectively. In the transfer functions,
without state feedback control both at R1 and R2, peaks due
to the acoustic resonance of the enclosure are observed at
irregular intervals. In particular, the resonance peaks of the
first ~1,0! mode and second~0,1! mode are widely spaced
because the second~0,1! and third~2,0! modes occur close
together. Introducing the proposed control, the natural fre-
quencies are moved such that the peaks are observed at the
same intervals from the first mode~76.2 Hz! to the eighth
mode ~309.0 Hz!. These results indicate that the acoustic
response is expected to become more regular by applying the
proposed state feedback control to a sound field.

The proposed active control of a sound field is based on
self-tuning via a minor loop and changing the pole placement
of the acoustic system. As the poles of an acoustic system are
common to any transfer function in that system, effective
control, similar to that at R1 and R2, can be obtained at any
other receiving point in the sound field.

B. Control of a nonrectangular enclosure

The feedback control method described in this paper has
the ability to control domains with arbitrary shapes. A com-

FIG. 4. Transfer functions calculated at receiving point R1 in rectangular
enclosure.

FIG. 5. Transfer functions calculated at receiving point R2 in rectangular
enclosure.

FIG. 6. Two-dimensional model of nonrectangular enclosure for computer
simulation.

TABLE I. Desired poles set for pole allocation: rectangular room.

Mode number Poles without control Desired poles

1~1,0! 24.78906 j 478.88 2106 j 478.88
2~0,1! 29.59436 j 959.39 2106 j 687.88
3~2,0! 29.61316 j 961.26 2106 j 896.88
4~1,1! 210.7726 j 1077.2 2106 j 1105.9
5~2,1! 213.7256 j 1372.5 2106 j 1314.9
6~3,0! 214.5196 j 1451.8 2106 j 1523.9
7~3,1! 217.6406 j 1763.9 2106 j 1732.9
8~0,2! 219.4146 j 1941.3 2106 j 1941.3
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puter simulation was also performed for a two-dimensional
nonrectangular enclosure, as illustrated in Fig. 6. This shape
is the floor plan of the three-dimensional room that was iden-
tified by Milner et al.13 as the optimal room shape with re-
spect to the regularity of the modal distribution. In this simu-
lation, there were 1922 elements with 1024 degrees of
freedom. The desired poles were set as shown in Table II.
The real parts of the desired poles not listed in Table II were
set to23, and the imaginary parts were set equal to those
without control. The spacing between adjacent undamped
natural frequencies was 6.8 Hz. The other numerical condi-
tions were the same as in the rectangular case.

Figures 7 and 8 show the transfer functions at receiving
points R1 and R2, respectively. Without control, the large
gaps between the resonance peaks that were observed in the
rectangular case are not seen due to the larger volume and
asymmetry of this enclosure. However, the gaps between the
third and fourth modes, and between the sixth and seventh
modes, are larger than the other gaps. By applying the pro-
posed control, the natural frequencies move such that they
are distributed in a uniform manner. These results indicate
that the distribution of natural frequencies of an asymmetri-
cal room can also be controlled using the proposed control
method.

IV. CONTROL EXPERIMENTS IN AN ENCLOSURE

A. Experimental arrangement

Figure 9 shows the configuration of the experimental
system. The experimental enclosure was constructed of
acrylic plates. The procedure used to construct the state

equation for the sound field was similar to that used in the
computer simulations, except for certain numerical condi-
tions; in the experimental system, there were 972 elements,
532 degrees of freedom, and the damping ratios was 0.03.
The objective of the control was also identical to that of the
computer simulations; the desired poles were set as shown in
Table III from the first mode to the eighth mode. The spacing
between adjacent undamped natural frequencies was 38.4
Hz.

In this experiment, real time feedback control was not
carried out but was simulated using a control command cal-
culated in advance. The control commandvs was calculated
as follows.

The state variablesz of a sound field with the state feed-
back follow the differential equation:

FIG. 7. Transfer functions calculated at receiving point R1 in nonrectangu-
lar enclosure.

FIG. 8. Transfer functions calculated at receiving point R2 in nonrectangu-
lar enclosure.

FIG. 9. Schematic of experimental enclosure and control system.

TABLE II. Desired poles set for pole allocation: nonrectangular room.

Mode number Poles without control Desired poles

1 21.47456 j 147.44 236 j 147.44
2 21.84126 j 184.12 236 j 190.44
3 22.43326 j 243.31 236 j 233.44
4 23.11106 j 311.08 236 j 276.44
5 23.43206 j 343.18 236 j 319.44
6 23.63266 j 363.25 236 j 362.44
7 24.36406 j 436.38 236 j 405.44
8 24.49126 j 449.10 236 j 449.10
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z5~A2BsF!z1bpvp . ~13!

The control command

vs52Fz ~14!

is equivalent to the control command obtained when all state
variables are measured by sensors and full state feedback is
carried out. In this experiment, a time-stretched pulse was
chosen as the input to the primary sourcevp and the input to
the control sourcevs was calculated by Eqs.~13! and ~14!.
The primary source and the control source were then driven
simultaneously.

B. Results

Figures 10 and 11 show the transfer functions at micro-
phones R1 and R2, respectively. With state feedback control,
peaks are observed near the undamped natural frequencies
set for the design of the feedback controller, except for the
third mode at R1. R1 is positioned on a nodal plane of the
third mode of the sound field without control, and for the
design of the feedback controller, the value of the undamped
natural frequency of the third mode is set at nearly the same
value. Thus, a zero of the transfer function for the nodal
plane remains at the same position even with control and the
peak due to the third mode cannot be observed.

V. CONCLUSIONS

In an effort to realize state feedback control of a sound
field with any shape, a method was given that links the finite
element method with the modern control theory based on the
state-space method. The objective of control was to distrib-
ute the lowest undamped natural frequencies in a uniform

manner so as to realize more regular acoustic responses. Pole
allocation was employed to calculate the state feedback gain
vector so that the roots of the closed loop system had the
desired modal distribution.

Computer simulations were performed, and demon-
strated that the positions of the peaks of the transfer func-
tions changed according to state feedback control and that
the peaks were shifted such that they occurred at equal inter-
vals over the frequency range of interest, even in an
irregularly-shape enclosure. A practical control system was
then built for experimental verification of the results ob-
tained in the computer simulations. The measured transfer
functions under state feedback control contained peaks near
the undamped natural frequencies set for the design of the
feedback controller. The results of the computer simulations
and experiment suggest that desired modal distributions and
regularity of acoustic responses can be achieved by applying
the proposed state feedback control to a sound field.
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Determination of sound decay times in coupled spaces often demands considerable effort. Based on
Schroeder’s backward integration of room impulse responses, it is often difficult to distinguish
different portions of multirate sound energy decay functions. A model-based parameter estimation
method, using Bayesian probabilistic inference, proves to be a powerful tool for evaluating decay
times. A decay model due to one of the authors@N. Xiang, J. Acoust. Soc. Am.98, 2112–2121
~1995!# is extended to multirate decay functions. Following a summary of Bayesian model-based
parameter estimation, the present paper discusses estimates in terms of both synthesized and
measured decay functions. No careful estimation of initial values is required, in contrast to
gradient-based approaches. The resulting robust algorithmic estimation of more than one decay
time, from experimentally measured decay functions, is clearly superior to the existing nonlinear
regression approach. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1390334#
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I. INTRODUCTION

Acoustics in coupled spaces have long been studied in
the context of architectural acoustics. The orchestra pit, the
stagehouse, and balconies in an opera house/theater coupled
to the main floor are common examples of spaces for per-
forming art. In certain conditions, the sound energy in these
coupled spaces decays with two or more distinct exponential
rate constants. A growing number of halls with secondary
hard chambers have recently been received positively.1 These
hard chambers are partially coupled to the primary space,
simultaneously achieving clarity and reverberance. The
opening and closing of combinations of these secondary
chambers has become an important tool for generating the
range of acoustic conditions needed for the widely varying
music performed today. To obtain better understanding and
control of acoustics in coupled spaces it is vital to have an
efficient technique of determining decay times. In the 1930s
Eyring2 investigated coupled rooms theoretically, and ob-
served experimentally that sound energy in two coupled
rooms decays at two different rates in certain conditions. A
systematic discussion of sound energy decay in a pair of
coupled rooms is given in Ref. 3. However, decay time mea-
surements in these rooms are often considered difficult. In
the evaluation of decay times great care is needed to distin-
guish different portions of simple exponentials having differ-
ent decay rates. This is traditionally accomplished by visual

inspection, since no algorithmic approach has been available.
The present study provides a more efficient determination of
decay times in coupled rooms, using Schroeder’s backward
integration method.4 To accomplish this, the decay function
model established recently in Ref. 5 is extended to multirate
decay functions. Bayesian parameter estimation is then pro-
posed to yield a robust algorithm for the evaluation of decay
times.

The present study demonstrates that a model-based
analysis using Bayesian probability theory is well suited to
determining decay times from measurements in coupled
spaces. Bayesian probability theory, which includes Bayes’
theorem, includes all valid rules of statistics for relating and
manipulating probabilities; interpreted as logic, it is a quan-
titative theory of inference. Bayesian probability theory has
recently found increasing applications in science and engi-
neering, and is well described asprobability theory as logic.6

Decay rates in a given model can also be estimated by
the least square~LS! of residuals method. Previous work5

has used LS to estimate a single reverberation time from
Schroeder’s decay functions. The LS method is a gradient-
based recursive approach, which requires an initial estimate
of the parameter values. In the estimation of a single rever-
beration time, the initial parameter values are not critical.5

However, with an increasing number of decay rates, conver-
gence of the iterative procedure is guaranteed only when the
initial parameter values lie in a small subspace around the
global extreme in parameter space. This is a serious weak-
ness of the method.

The Bayesian approach has several advantages. In pa-
rameter estimation, Bayesian probability theory generates a
posterior probability density over the parameter space. If a
single best value is required then the maximum of that den-

a!Parts of this work were presented at the 136th and the 141st meeting of the
Acoustical Society of America@J. Acoust. Soc. Am.104, 1763~A! ~1998!
and109, 2283~2001!#.
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sity can be found. A number of efficient optimization meth-
ods exist that do not get stuck at local extreme and which
approach the global extreme without need for initial esti-
mates of parameters.

Once the model for the process has been specified in
terms of the parameters to be estimated, any further relevant
available information can be routinely incorporated using
Bayes’ theorem. Bayesian analysis ensures that the resulting
posterior distribution is based on precisely the information
put into it—not more and not less—and utilizes that infor-
mation optimally.

A great advantage of the Bayesian formalism is its abil-
ity to handle parameters, having a bearing on the parameters
of interest but which are not of interest themselves, known as
nuisance parameters. Bayesian analysis allows them to be
incorporated and then averaged~marginalized! over. The re-
sult is a posterior distribution for the desired parameters
alone, as required, yet which takes account of the influence
of the nuisance parameters. Marginalization is a rigorous
consequence of the laws of probability and it reduces the
dimensionality of the parameter space.

Systematic development of a Bayesian formalism for es-
timation of decay rates therefore involves the explicit incor-
poration of information into the model, followed by margin-
alization. This analysis has been developed before in another
context,7 but has not been applied to architectural acoustics
using Schroeder’s decay functions.

A further advantage is that the Bayesian formalism can
estimate, from the data, the number of decay rates present in
a given Schroeder decay function. The Bayesian literature
refers to this as the problem of model comparison and selec-
tion. It is, however, beyond the scope of the present work,
and will be addressed in a separate paper. We concentrate
here on the estimation of decay rates.

Section II, begins by extending an existing model for
Schroeder’s decay functions, based on earlier work on the
decay of sound energy in coupled spaces. Section III outlines
the Bayesian approach to parameter estimation. Both synthe-
sized and measured decay functions support performance
testing of the implemented approach~Sec. IV!. The detailed
derivations involved in the Bayesian formalism are given in
the Appendix.

II. MODELING MULTIRATE DECAYS

Eyring2 pointed out that curves on a logarithmic scale of
the decay of sound energy are not in general linear for
coupled rooms having different natural reverberation times,
or even for a single room with nonuniformly distributed ab-
sorption and no diffusing scheme. This section develops an
analytical description of Schroeder’s decay functions for
these conditions.

A. Energy decay in two coupled rooms

Consider a room coupled to another room through an
open interface, as illustrated in Fig. 1. The room containing
the sound source will be designated as theprimary room
~PR!, and the other as thesecondary room~SR!. In the sim-

plified analysis of Ref. 3, the sound energy in each room is
assumed to be uniform and diffuse. The energy decay in
these rooms is then given3 as

EI~ tk!5EI1e2B1tk1EI2e2B2tk, ~1!

EII ~ tk!5EII 1e2B1tk1EII 2e2B2tk, ~2!

whereEI(tk) and EII (tk) are the energy decay functions in
PR and SR respectively,EI1 , EI2 and EII 1 , EII 2 are the
initial values of each decay mode, which depend on the cou-
pling area, the source energy, and the location of the sound
source and receiver.B1 andB2 are decay constants in PR and
SR, which can be written in terms of decay timesTi

513.8/Bi . In this paper time will be treated as a discrete
variable tk . In Fig. 1 the natural~decoupled! reverberation
time of each room is denoted byT18 or T28 , and the corre-
sponding values in the coupled state, if identifiable, are de-
notedT1 andT2 .

When a receiver is located in the same room as the
source, Eq.~1! signifies the sound energy decay for this
source-receiver arrangement. The energy decay then has
two-rate character, and this is particularly clear whenT18
,T28 . This situation is often of practical interest, and is em-
phasized below.

B. Decay function model for coupled rooms

For the experimental determination of decay rates in
coupled rooms, the widely used maximal-length sequence
correlation technique~see, for example, Ref. 8! provides a
room impulse response~RIR! h(tk) defined between the
sound source and the receiver. RIRs measured experimen-
tally are invariably contaminated with background noise
~BN!. Following Ref. 5 the BN is supposed to be additive,
with mean-square valuen2. By applying Schroeder’s back-
ward integration4 to the squared RIR, containing a noiseless
RIR hf(tk) and BN ~see Refs. 5 and 9 for more detail!, the
normalized decay functiondk is given as

dk'
1

N (
s5tk

L

hf
2~s!1

n2

N
~L2tk!, ~3!

where

N5(
s50

L

h2~s! ~4!

FIG. 1. Sketch of two coupled rooms. The room containing the source is
designated as the primary room, and the other as the secondary room. By
acoustically closing the coupling area, the sound decay in each room can be
characterized by its natural reverberation timeT18 or T28 . The present paper
concentrates on the situation where the receiver is together with the source
in the primary room andT18,T28 .
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andk andsare integers. HereL denotes the upper limit of the
Schroeder integration due to the finite length of the RIR.

The first term on the right-hand side in Eq.~3!, corre-
sponding to the contribution from the noise-free RIRhf(tk),
describes the decay process of the sound energy. For coupled
rooms as in Refs. 2 and 3, a multirate decay function gener-
ally results. This can be modeled as

F~A,B,tk!5(
j 51

m

AjGj~Bj ,tk!, 0<tk<L, ~5!

where

Gj~Bj ,tk!5H exp~2Bj•tk! for j 51,2,...,m21,

L2tk for j 5m,
~6!

and A5$A1 ,A2 ,...,Am%, B5$B1 ,B2 ,...,Bm%, with Bi

513.8/Ti , and Bm50, Am5n2/N. Here Ti denotes theith
decay time to be estimated, andm is the number of terms in
the model. TheAj in Eqs. ~5! and ~6! are said to be linear
parameters, and theBj are nonlinear parameters. In the
Bayesian literature, Eq.~5! is known as the general linear
model.

Figure 2 shows decay curves based on Eqs.~5! and~6!.
A scaled time variable is used in the figure for simplicity.
The BN is taken to be approximately245 dB, andm53. A
single-rate Schroeder decay curve with reverberation time
T50.5 is also shown for comparison. In Fig. 2~a! the first
decay mode, havingT150.5, begins at 0 dB. The second,
with a rateT251.0, is taken to begin at25 dB,210 dB, and
215 dB. As shown in Fig. 2~a!, the lower the level at which
the second mode becomes significant, the closer the double-
rate decay curve approaches the single-rate curve. In Fig.
2~b! the second decay mode becomes significant at210 dB
with ratesT251.0,T251.25, andT251.5, respectively. The
latter part of these decay curves, which first falls with a
different decay rate between 0.3 and 0.8 than the initial part
and then rapidly towards the upper limit of the integration, is
a consequence of Schroeder’s backward integration when
RIRs contaminated with BN. It corresponds to the last term
in Eq. ~5!, decreasing linearly with time. These simulations
reveal difficulties in distinguishing double-rate decay, par-
ticularly in the deformation in the later part of the Schroeder
decay curves. This deformation depends on the initial value
and the decay time of the second decay mode, and on the
mean value of the BN and the upper limit of integration.
Visual inspection cannot always identify different decay
modes in a multirate decay curve, especially when corrupted
with fluctuations in real data.

The fitting of sums of decaying exponentials to experi-
mental data is a problem that has been studied and described
by Lanczos10 as a very ill posed problem. An efficient algo-
rithm for decay rate estimation from multirate Schroeder de-
cay functions is needed. The next sections set up a formalism
based on Bayesian model-based parameter estimation for
solving this problem.

III. BAYESIAN DECAY TIME ESTIMATION

The decay model approximates Schroeder’s decay func-
tion

dk5F~A,B,tk!1ek , 1<k<K, ~7!

in such a way thatF(A,B,tk) in Eq. ~5! or ~6! models
Schroeder’s decay function with errorek . This error is de-
fined as the difference between the measured data and the
model and is often referred to as the residual error. It in-
cludes measurement errors, fluctuations in the decay function
data @see Figs. 4~b! and 5~c!# and modeling errors. The in-
formation I that specifies the problem includes the hypoth-
esis that the data consist of a systematic partF(•) and an
additive error partek , the error statistics~see Sec. II B!, and
the model specified in Eq.~5!.

A. Posterior probability of parameters

Given Schroeder’s decay function dataD
5$d1 ,d2 ,...,dK% obtained from experimental measurements,
and the relevant background informationI, the joint prob-
ability of all the model parametersp(A,BuD,I ) expresses the

FIG. 2. Double-rate Schroeder decay curves compared with a single-rate
curve. A dimensionless, scaled time axis is used. The first rate at fixedT1

50.5 begins at 0 dB.~a! The second decay, with a fixed time ofT251.0,
begins at25 dB, 210 dB, and215 dB, respectively.~b! The second decay
begins at a fixed level of210 dB with a decay time ofT251.0, T2

51.25, andT251.5, respectively.
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probability that the given model in Eq.~5! accurately de-
scribes the physical situation. According to Bayes’ theorem it
can be written as

p~A,BuD,I !5
p~A,BuI !p~DuA,B,I !

p~DuI !
, ~8!

wherep(A,BuI ) is the joint probability density ofA andB
given the background informationI encapsulating what is
known about these parameters before observing the data; it is
often called theprior ~probability!. This prior specifies the
degree to which the prior informationI implies the model is
correct; it can also be interpreted as the degree we should
believe the model is correct based on the informationI. The
probability p(DuA,B,I ) is called the likelihood distribution
for the data, if the parameter values in the model were
known. It is vital in finding the probabilityp(A,BuD,I ) and
is studied in depth below. The probabilityp(A,BuD,I ) is
called the posterior probability in Bayesian terminology, be-
cause it applies after the data have been taken into account.
The probabilityp(DuI ) is the probability of the dataD given
only the background informationI. It is referred to as the
evidenceand is of interest when comparing models. Here it
acts merely as a constant that normalizes the product of the
prior and the likelihood to give the joint posterior distribu-
tion for A andB.

The priorp(A,BuI ) and the likelihoodp(DuA,B,I ) must
be assigneda priori.11 For the present problem the prior
information has so little bearing on the parameter values that
p(A,BuI ) varies little in the region in which the likelihood
distribution places most of its weight, as a relatively sharp
peak. In consequence a uniform prior can safely be assigned
for p(A,BuI ). This constant cancels in the normalization
procedure giving the posterior as proportional to the product
of the prior and likelihood. In principle, Bayesian analysis
has the capability to take account of any prior information by
incorporating it into the calculation.

B. Likelihood distribution

The likelihood is the probability density that a particular
data set should be observed supposing that the model param-
eters are known. From Eq.~7! it is just the probability of the
residual error.7 Supposing that the model specified by Eq.~5!
properly describes the situation, the only available informa-
tion about the errorek is that it corresponds to a finite but
unknown amount of power. The error samplesek ~for 1<k
<K! are logically independent of each other, and the finite
power implies a finite variances2. We may also take the
error to have zero mean amplitude, since any other value
would be part of the model. In the absence of any other
information regarding the error statistics, theprinciple of
maximum entropynow assigns a Gaussian probability den-
sity function forek , with ~unspecified! variances2:12,13

p~DuA,B,s,I !5~A2ps!2K

3expH 21

2s2 (
k51

K

@dk2F~A,B,tk!#
2J ,

~9!

whereK is the number of data points. The logical indepen-
dence ofek has been used to multiply the probabilities for
each data point according to the product rule. The likelihood
distribution is writtenp(DuA,B,s,I ) as a reminder that the
variances2 is also unknown. Note that this assignment is not
the same as if the error~noise! is taken to be Gaussian
white.7 The maximum-entropy assignment of a Gaussian
probability density function follows from the mean and vari-
ance of the error and the fact that no further information
aboutek is available.

Introduce the matrix notation

gi j 5 (
k51

K

Gi~Bi ,tk!Gj~Bj ,tk!, i , j 51,...,m ~10!

and leteji represent theith component of thejth eigenvector
of G, l j be thejth eigenvalue ofG, so that the model func-
tion in Eq. ~5! can be written7 as

F~a,B,tk!5(
i 51

m

a iQi~Bi ,tk!, ~11!

wherea5$a1 ,a2 ,...,am% and

Qj~Bj ,tk!5
1

Al j
(
i 51

m

eji Gi~Bi ,tk!, ~12!

a j5Al j (
i 51

m

Aieji and Aj5(
i 51

m
a iei j

Al i

. ~13!

Qj (Bj ,tk) in Eq. ~12! fulfills

(
k51

K

Qi~Bi ,tk!Qj~Bj ,tk!5d i j . ~14!

Now substitute the model function in Eq.~11! into the like-
lihood function of Eq.~9!. By taking a uniform prior for
p(a,BuI ) and suppressing the normalization constant
p(DuI ), the posterior probability of the model parameters in
Eq. ~8! given the variance ofek is

p~a,BuD,s,I !}~A2ps!2K expH 2
2K

2s2

3Fd22
2

K (
j 51

m

a jqj1
1

K (
j 51

m

a j
2G J ~15!

with

d25
1

K (
k51

K

dk
2, ~16!

qj5 (
k51

K

dkQj~Bj ,tk!, 1< j <m. ~17!

C. Removal of linear parameters

Architectural acoustics is principally concerned with the
decay constantsB. The a, are at the moment, considered as
nuisance parameters. It is assumed that no information is
available about these parameters, and they can be removed
by performing a probabilistic averaging process over them,
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known asmarginalization. This is a rigorous consequence of
the sum and product rules of probability. Thea j ’s are as-
signed a uniform prior, following which the marginalization
process corresponds to the integral

p~Bus,D,I !5E
2`

`

p~a,BuD,s,I !da. ~18!

In the present case Eq.~18! can be integrated analytically.
~see the Appendix! to give the posterior probability density
for the desired decay ratesB, without the unwanteda, as

p~Bus,D,I !}s2K1m expH 2
Kd22mq2

2s2 J , ~19!

where

q25
1

m (
j 51

m

qj
2. ~20!

By assigning a Jeffreys prior 1/s ~Ref. 14! to the error pa-
rameters, the dependence of the likelihood function ons
can be removed by a further marginalization integral~see the
Appendix!, giving

p~BuD,I !}F12
mq2

Kd2G ~m2K !/2

. ~21!

The posterior density function in Eq.~21! is often called
the Studentt-distribution ~STD!. It depends only on the de-
cay parametersB given the dataD and the model. It has been
shown15 that the STD in Eq.~21! becomes singular at some
point in the parameter space if and only if the model can be
fitted to the data exactly. This does not imply a failure of
Bayesian probability theory—it is still the correct probability
assignment indicating an infinitely greater probability for the
parameter values than for any others.15

The linear parametersA ~througha! have been treated
as nuisance parameters above, and removed by marginaliza-
tion. If desired they can also be estimated, and this is now
shown.

D. Estimation of linear parameters

The expectation valueŝa j& are given by the first mo-
ment

^a j&5
*2`

1`a j p~a,BuD,s,I !da1¯dam

*2`
1`p~a,BuD,s,I !da1¯dam

~22!

under the assumption thatB were known. On substituting the
likelihood functionp(a,BuD,s,I ) given by Eq.~15! into Eq.
~22!, it emerges that15

^a j&5qj . ~23!

According to Eq.~13! the expectation values of^Aj& can be
obtained as

^Aj&5(
i 51

m
qiei j

Al i

. ~24!

The expectation̂Aj& is dependent on theB, since all of
theqj , the eigenvectorsei j and the eigenvaluesl j are func-

tions of the parametersB. For a sufficiently large quantity of
data the probabilityp(BuD,I ) in Eq. ~21! is so sharp as to be
effectively a delta function~see Figs. 4 and 5!, so that the
estimate of the parametersB given by this peak can simply
be substituted into Eq.~24!.

E. Search for nonlinear parameters

It is conventional to work with the logarithm of Student
t-distribution. Because of its sharpness here, a given param-
eter setB effectively corresponds to a single value. Figure 3
shows the STD evaluated over a two-dimensional parameter
space using a simulated Schroeder decay function. The data
are simulated using Eq.~5! with m53 and background noise
of approximately250 dB. As shown in Fig. 3 the STD is
multimodal, since the decay constants are interchangeable
such thatB15b, B25x is equivalent toB15x, B25b. In
general there are (m21)! identical extreme. Any of these
will serve when seeking the global maximum.

If the maximum of Eq.~21! cannot be found analyti-
cally, a search algorithm can be used. Exhaustive searching
over the multidimensional parameter space is in general not
computationally feasible when the dimension of the param-
eter space exceeds one. The example in Fig. 3 requires a
great number of STD calculations over a grid of 6003600 in
the parameter space. The STD is sampled efficiently over the
parameter space using Markov Chain Monte Carlo~MCMC!
methods.16–18 Of these, the Gibbs sampler17,18 is a highly
flexible technique and is used in the present work. The basis
of Gibbs sampling is to reduce the problem of drawing
samples from a multivariate density into one of drawing suc-
cessive samples from densities of lesser dimensionality.

To speed up the search, the random walk can be re-
stricted to a reasonable value range when estimating decay
times. In particular, a rough estimate of the first decay rate
can be found from the early part of the Schroeder decay
curve, say between25 and210 dB. A small range can then
be specified around the resulting estimate, significantly
shortening the search time.

In summary, this section has derived the Bayesian pos-
terior probability. For the linear model of Eq.~5! it is pos-
sible to reduce the posterior probability to a compact form:

FIG. 3. Normalized logarithmic posterior probability density function of
two decay times~rates!. In this example, the plotted range of the two pa-
rameters is divided into 600 steps.
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Studentt-distribution @STD, Eq.~21!#. The present analysis
can be applied not only to decay rate estimation but to any
parameter estimation problem in which the data can be mod-
eled by Eq.~5! ~in its general form! and the number of data
K acquired from experiments is clearly larger than the num-
ber of the model parametersm. The Studentt-distribution has
to be calculated over the parameter space. The decay times
are estimated by searching a nonlinear parameter set associ-
ated with the global maximum of the STD. Gibbs sampling
has been employed. This reduces the problem of drawing
samples from a multivariate density to one of drawing suc-
cessive samples from densities of lesser dimensionality. An
initial estimate of the first decay rate can be made from the
early part of the Schroeder decay function, speeding up the
search.

IV. EXPERIMENTAL RESULTS

Room impulse responses~RIRs! were obtained from
measurements in real halls and in scaled-down coupled
rooms. Schroeder integration was applied to all RIRs after
filtering by an octave bandpass filter at a central frequency of
1 kHz.

A. Decay function with one or two decay rates

Figure 4~a! shows the Studentt-distribution for a single
decay~reverberation! time based on a Schroeder decay func-
tion measured experimentally in a real hall. The signal-to-
noise~S/N! ratio of the measured RIR amounts to 50 dB. In
this case, a single-rate decay model (m52) is used in evalu-
ating the STD. After estimating the reverberation time asT
51.898 s, the expectation value of the linear parameters is
calculated as in Sec. III D. Based on the estimates of both the
nonlinear parameter~the reverberation time! and the linear
parameters, the estimated model function in Eq.~5! or Eq.
~11! is illustrated in Fig. 4~b!, together with the Schroeder
decay function obtained from the measured RIR.

Figure 5 similarly shows the posterior probability den-
sity ~STD! for decay times based on a double-rate Schroeder
decay function. The Schroeder decay function is obtained
from measurements in two coupled scaled-down room mod-
els, with a scaling factor 1:8. The primary room was ar-
ranged to have a shorter natural reverberation time than the
secondary room. Diffusers were placed over most of the sur-
faces in the two model rooms, to achieve as diffuse a sound
field as possible within the frequency range of interest. The
S/N ratio of the room impulse response is approximately 53
dB. In Fig. 5~a!, with the second decay time constant opti-
mized ~at 0.74 s!, the normalized probability density of the
first decay time constant is shown by the thick dashed line. A
sharp peak atT150.23 s is seen. Conversely, with the first
decay time constant optimized at 0.23 s, the normalized
probability density for the second decay time constant~the
thin continuous line! shows a sharp peak atT250.74 s. Fig-
ure 5~b! shows the normalized probability density over pa-
rametersB1 andB2 . The estimate of the linear parameters in
Eq. ~24! shows that the second decay mode begins at 8.8 dB
lower than the first mode@see Fig. 6~b!#. Figure 5~c! shows
the decay model function, along with the Schroeder decay
function for comparison. It confirms the validity of the decay

model function in Eq.~5!. The decay model function can be
reconstructed using either Eq.~5! or Eq. ~11!.

Given the S/N ratio 53 dB of the RIR, fluctuations on
the measured Schroeder decay curve as shown in Fig. 5~c!
are due predominantly to individual wall reflections/echoes
in nonideal diffuse sound field. While the characteristic cur-
vature in the middle part of the decay function@between 0.4
s and 1.0 s in Fig. 5~c!# is a consequence of the background
noise in the RIR.5 Different S/N ratios result in different
levels of the curvature in the middle part as shown in Fig. 7.
This curvature is not confused with the curvature due to mul-
tirate decays. Even in a single-rate decay function, the char-
acteristic curvature is present as shown in Figs. 2 and 4~b!.

The results in Figs. 3 and 5~b! show that contours of the
STD are narrow and are skewed in the parameter spaceB. A
simple reparametrization fromBi to Ti , where Bi

513.8/Ti , gives a more ‘‘orthogonalized’’ density19 and is
highly recommended for Gibbs sampling from the Student

FIG. 4. ~a! Posterior probability density function of a single decay time
evaluated from a Schroeder decay function based on the room impulse re-
sponse measured in a church. The Studentt-distribution is evaluated over a
one-dimensional parameter space. The posterior probability density peaks at
a reverberation time of 1.898 s.~b! Comparison between the Schroeder
decay function based on the measured room impulse response and the decay
model function according to Bayesian reverberation time estimation. The
signal-to-noise ratio of the measured room impulse response is 50 dB.
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t-distribution p(TuD,I ) ~with T5$T1 ,T2 ,¯,Tm21%! to
speed up the search.

So far we have estimated the decay times when their
number has been known. In practice, the number of decay
rates may not be known prior to the estimation. Bayesian
probability theory can also give a quantitative estimate, from
the data, of how many rates are present in a Schroeder decay
function. To do this the Bayesian evidencep(DuI ) in Eq. ~8!
must be evaluated. The analytical solution for the Bayesian
evidence in the present problem, and the experimental re-
sults, will be addressed in a subsequent work.

B. Dependence on signal-to-noise ratio

The level of background noise~BN! in measured room
impulse responses~RIRs! influences the Schroeder decay
function, in view of the upper limit of the integration. To
study the effect of this factor, pseudorandom noise was
added at different levels to the RIR used in the case studied
above, as in Ref. 5. In this way the S/N ratios of RIRs can be
systematically adjusted. After filtering using an octave band-

FIG. 5. ~a! Normalized probability density functions of two decay times
(T1 ,T2) evaluated from a Schroeder decay function measured in two scaled-
down coupled model rooms. A two-rate decay model is used in decay time
estimation. The probability density function ofT1 is evaluated given the
optimal value ofT2 and visa versa.~b! Normalized probability density func-
tions of two decay rates (B1 ,B2) with Bi513.8/Ti . The probability density
function ofB1 is evaluated given the optimal value ofB2 and visa versa.~c!
Comparison between the Schroeder decay function based on a measured
room impulse response and the decay model function. The signal-to-noise
ratio of the RIR amounts to 53 dB. The second decay mode begins at
approximately 8.8 dB below the first@10 log(A1 /A2)'8.8 dB#.

FIG. 6. Effect of the signal-to-noise ratio on the decay parameter estimation
in two scaled-down coupled model rooms. The upper limit of the Schroeder
integration is set at 1.5 s.~a! Dependence of two decay times on the signal-
to-noise ratio.~b! Dependence on the signal-to-noise ratio of the amplitude
ratio for the two decay processes@10 log(A1 /A2) in dB#.
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pass filter with a central frequency of 1 kHz, the S/N ratio of
the RIRs is found to fall from 65 dB down to 38 dB in 3 dB
steps.

Figure 6 depicts the dependence of Bayesian decay rate
estimates on the S/N ratio. For a given arrangement of sound
source and receiver, two decay rates and the ratio of the first
two linear parameters are estimated under different S/N ra-
tios of RIRs with an upper limit of integrationL51.5 s. Fig-
ure 6 indicates that the S/N ratio of the RIR under test is not
critical to decay time estimation when it is greater than 41
dB. This safety limit of the S/N ratio is liable to vary accord-
ing with the experimental and theoretical details, especially
when the second decay process begins at different levels and
there are differing decay rates.

In Sec. III D the linear parameters were deduced from
the decay rates. The reliable estimation of two decay times
@Fig. 6~a!# and of the quantity 10 log(A1 /A2) @Fig. 6~b!# for
all S/N ratios above 41 dB also implies reliable estimation of
the parameterA3 . Table I lists the values of these estimates.

The decay model function taken with the values of these
estimates should also be reliably independent of the S/N ra-
tio. When comparing these Schroeder decay functions at dif-
fering S/N ratios with the corresponding decay model func-
tions, a discrepancy is observed in the later part of the decay
curves. This is shown in Fig. 7 for S/N ratios of 50, 53, and
56 dB. In Fig. 7 only the Schroeder decay curve with S/N
ratio of 53 dB agrees well with the decay model curve. All
model curves associated with different S/N ratios effectively
fall together. A closer look at the decay model of Eq.~5!
reveals that the number of linear parameters is greater than
the number of nonlinear parameters. The final linear param-
eterAm is not accompanied by any nonlinear parameter. For-
tunately this last linear parameterAm is a nuisance parameter
in architectural acoustics. Estimation of the decay time~s! is
the primary aim, not comparison between the real Schroeder
decay curve and the decay model curve. Also, the absolute
values of the first two linear parameters are of less signifi-
cance than their ratio. Bayesian estimation using a large
number of experimentally measured Schroeder decay func-
tions indicates that most of discrepancies in the later part of
decay functions can be reduced by adding~or subtracting!
additional noise at an appropriate level to the measured
RIRs.

C. Dependence on the upper limit of integration

The effect of the upper limit of integrationL on decay
time estimates has also been investigated, at a given S/N
ratio of 53 dB. Figure 8 illustrates the dependence of esti-
mates onL. Figure 8 clearly shows that the estimated decay
time changes little over a large range ofL, provided thatL is
sufficiently large. In this example, any upper limit greater
than 1 s will result in a reliable estimate.

In summary, this section has verified that the decay
function models derived in Sec. III are realistic models for
estimating two decay rates from experimental data. Sections
IV B and IV C confirm that both the upper limit of integra-

FIG. 7. Schroeder decay functions obtained from room impulse responses
with a S/N ratio of 50, 53, and 56 dB. The upper limit of Schroeder inte-
gration is set at 1.5 s. Bayesian decay time estimation yields similar model
decay functions for the three differing S/N ratios. A single model function is
shown which concurs well with the Schroeder decay function for 53 dB.
Discrepancy in the later part of the Schroeder decay function does not sig-
nificantly influence the decay time estimate.

TABLE I. Dependence of decay time estimates on signal-to-noise ratio. A
double-rate decay model is used. In this example, Bayesian decay time
estimation yields a reliable value when the signal-to-noise ratio is higher
than 41 dB.

S/N ratio
~dB!

T1

~s!
T2

~s!
A1 /A2

~dB! A3

38 0.53 1.2 10.4 5.94E27
41 0.25 0.77 6.62 5.71E27
44 0.23 0.76 8.57 5.31E27
47 0.23 0.75 8.72 5.08E27
50 0.23 0.74 8.76 4.96E27
53 0.23 0.74 8.76 4.90E27
56 0.23 0.74 8.77 4.86E27
59 0.23 0.74 8.77 4.84E27
62 0.23 0.74 8.76 4.84E27
65 0.23 0.74 8.76 4.83E27

FIG. 8. Dependence of two decay times on the upper limit of Schroeder
integration for a room impulse response measured in a scaled-down model
of two coupled rooms. The signal-to-noise ratio of the room impulse re-
sponse is 53 dB.
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tion and the S/N ratio are not critical to the Bayesian decay
time estimate provided that the former is sufficiently large
and the latter is not less than a critical value.

V. SUMMARY AND CONCLUSIONS

Determination of decay times in coupled spaces has long
been a challenge to acousticians. This paper has applied
Schroeder’s backward integration method to the evaluation
of decay times in two coupled spaces, via the room impulse
responses. Under certain conditions, the decay functions in
two coupled spaces are multirate in character. However, real
Schroeder decay function data are invariably influenced by
background noise of the room impulse responses, and defor-
mation of the later parts of Schroeder decay functions also
makes it difficult to identify different decay modes of decay
functions by inspection. A decay model derived from a re-
cent work5 has been extended for modeling Schroeder’s de-
cay functions in coupled spaces. Model-based parameter es-
timation within the Bayesian probabilistic framework is then
well suited to evaluate decay times in these coupled spaces.
Bayesian parameter estimation has been outlined, and the
posterior probability density is in the form of Student
t-distribution. In the resulting algorithm, numerical sampling
is done by Gibbs sampling. By employing both simulated
and experimentally measured Schroeder decay functions, the
performance of the Bayesian algorithm for estimating decay
times can be tested. Multiple decay times can be reliably
estimated with no need for careful choice of initial values, in
contrast to gradient-based algorithms. Comparison of decay
time estimates from real and model decay functions confirm
the validity of the extended decay model. The results are
found not to depend significantly on the signal-to-noise ratio
of the room impulse responses or the upper limit of the in-
tegration.

This paper has shown how to estimate a given number
of decay modes from the Bayesian viewpoint. Bayesian
model comparison and selection is also of practical impor-
tance to find the most likely number of decay modes from
data in coupled spaces, and this will be treated in future
work.
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APPENDIX

Removal of linear parameters

To remove the linear parameters one begins by substi-
tuting Eq.~15! into Eq. ~18!, to give

p~Bus,D,I !5~A2ps!2KE
2`

`

expS 2
R

2s2Dda1¯dam ,

~A1!

where

R5Kd222(
j 51

m

a jqj1(
j 51

m

a j
2

5Kd22mq21(
j 51

m

~a j2qj !
2 ~A2!

andq2 is given by Eq.~20!. Equation~A1! now becomes

p~Bus,D,I !5~A2ps!2K expFKd22mq2

2s2 G•W, ~A3!

where

W5)
j 51

m E
2`

`

expF2
~a j2qj !

2

2s2 Gda j , ~A4!

with the change of variablea j2qj5uj so thatda j5duj ,
Eq. ~A4! reads

W5)
j 51

m F2E
0

`

expS 2
uj

2

2s2Dduj G5~A2ps!m. ~A5!

Substitution of Eq.~A5! into Eq. ~A3! gives Eq.~19!.

Removal of the nuisance parameter s

By integrating Eq.~18! with the Jeffreys14 prior 1/s over
s it reads

p~Bu,D,I !}E
0

`

s2K1m21 expH 2
Kd22mq2

2s2 J ds.

~A6!

The integral~A6! is of the form

E
0

`

u2n exp$2au2%du5
1•3•5•••~2n21!

2n11an Ap

a

with the change of variableu51/s; ds52s2 du and re-
placing the integral limits withs→0; u→` and s→`; u
→0,

n5
K2m21

2
and a5

Kd2

2 S 12
mq2

Kd2
D .

If p(BuD,I ) is regarded as a function of the parameterB
given the particular data setD, (Kd2/2)(m2K)/2 can be treated
as a constant, so that

p~Bu,D,I !}
1•3•~K2m!

2~K2m13!/2 Ap•FKd2

2 S 12
mq2

Kd2D G ~m2K !/2

.

~A7!

By disregarding irrelevant constants, this corresponds to the
Studentt-distribution given in Eq.~21!.
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Linear prediction coding analysis and self-organizing
feature map as tools to classify stress calls of domestic
pigs (Sus scrofa)
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It is assumed that calls may give information about the inner~emotional! state of an animal. Hence,
in the last years sound analysis has become an increasingly important tool for the interpretation of
the behavior, the health condition, and the well-being of animals. A procedure was developed that
allows the characterization, classification, and visualization of the cluster structures of stress calls of
domestic pigs~Sus scrofa!. Based on the acoustic model of the sound production the extraction of
features from calls was performed with linear prediction coding~LPC!. A vector-based
self-organizing neuronal network was trained with the determined LPC coefficients, resulting in a
feature map. The cluster structure of the calls was then visualized with a unified matrix and the
neurons were labeled for their input origin. The basic applicability of the procedure was tested by
using two examples which were of special interest for a possible evaluation of the normal farming
practice. The procedure worked well both in discriminating individual piglets by their scream
characteristics and in classifying pig stress calls vs other calls and noise occurring under normal
farming conditions. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1388003#

PACS numbers: 43.60.Lq, 43.80.Ev, 43.60.Qv@WA#

I. INTRODUCTION

Vocalization may provide a useful tool for evaluating the
emotional state of animals under captive and natural condi-
tions ~Jürgens, 1979; Crowell Comuzzi, 1993; Mulligan
et al., 1994; Weary and Fraser, 1995a, b; Schrader and Todt,
1998!. The important advantage of this approach is a rela-
tively objective, noninvasive, and real-time monitoring of
emotions related to environmental changes.

Husbandry may cause stress in pigs by various reasons.
The stressors activate the hypothalamo–pitutary–adrenal
~HPA! and the sympathico–adrenomedullary~SAM! axes via
the brain’s sensory and limbic pathways. These pathways
also reach central motor centers which eventually trigger be-
havioral stress responses. One such response is vocalization
being performed by sets of muscles which are located around
the pulmonary–pharyngeal tract.

In pigs, the outcome is a rather sustained cry with high-
frequency bands that may be highly dynamical. It is well-
known from farming practice that some handling procedures,
especially the restraint of animals, can induce a number of
vocalizations that may reflect discomfort or distress. There is
evidence that peripheral endocrine stress responses are ac-
companied by changing rates of specific types of vocaliza-
tions ~Schrader and Rohn, 1997; Schrader and Todt, 1998!.
Weary et al. ~1998! have shown that an increased rate of
high-frequency calls~.1 kHz! in young piglets is a useful
indicator of the pain due to castration. The analysis and clas-
sification of pigs’ screams may deliver the species’ and the
individual’s phonetic characteristics that can be attributed to

a particular stressor. If information on this interdependence is
given it will be possible to judge the individual stress per-
ception of an animal and, thus, its state of welfare or suffer-
ing. Given suitable analytic and diagnostic tools it should be
possible to recognize stress quantitatively, immediately, and
noninvasively. However, such tools are not available at
present. In all mammals, the problem of which features are
best suited for the analysis and subsequent classification has
not yet been solved.

Techniques that produce good models of an arbitrary
vocalization are still missing to date because it is not easy to
decide which features are relevant for the exact characteriza-
tion of the call. Too few features lead to an inadequate
model, too many features easily overburden the computer
performance for a statistical evaluation of the data~Hammer-
schmidt and Todt, 1995; Schrader and Hammerschmidt,
1997; Scho¨n et al., 1999!. Hence, different and adapted pro-
cedures have to be applied. If such procedures are well de-
veloped they are distinguished by a good borderline of par-
ticular sounds towards other sounds, i.e., a clear,
nonambiguous classification is performed.

Because of the apparent lack of effective methods, this
paper presents a procedure to discriminate, classify, and vi-
sualize vocalizations of domestic pigs. The advantage of the
described approach is its ability to include the dynamic struc-
tures of the calls as well as nonlinear effects like frequency
steps or bifurcations. Further, decisions on the suitability for
classification of the chosen features from the calls are pos-
sible. The whole procedure results in a system that will allow
an assessment~e.g., classification of stressed vs not stressed!.
Finally, the performance of the system is demonstrated using
two examples in pigs. Whereas in the first example indi-
vidual piglets were discriminated by their scream character-

a!Author to whom correspondence should be addressed; electronic mail:
schoen@fbn-dummerstorf.de
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istics, the second example shows the ability of the system to
classify unknown calls as stress vocalizations when com-
pared with calls from nonstressed animals or noises which
occurred under normal farming conditions.

II. DESCRIPTION OF THE PROCEDURE

A. The acoustic model of sound production

According to Fant’s~1970! acoustic model of sound pro-
duction, vocalizations are produced by an apparatus consist-
ing of a power supply~the lung, the thorax, and the dia-
phragm!, the glottis as the sound source, and the nozzle
formed by the vocal-tract cavern which serves as an acoustic
resonator. The articulators~nose, tongue, and the soft palate;
see Fig. 1! vary the size and the diameter of the nozzle. After
the source-filter model, the signal that originates from the
glottis is modulated by properties of the vocal tract.

The continuous air stream from the power supply is
chopped by the glottis, resulting in pressure impulses~glottal
source! with a certain fundamental frequencyf 0 and its har-
monics, which can be seen in the glottis source spectrum.
The glottal source signal is then modified by the vocal tract,
which is the portion of the system lying above the larynx. It
includes the pharynx, the oral, and the nasal cavity. The
vocal-tract shape can be varied by the specific placements of
the tongue, lips, and jaw. Hence, the vocal tract operates as
an all-pole linear filter that introduces resonance frequencies,
the so-called formants in human speech. This procedure can
be formulated mathematically as

X~z!5H~z!* I ~z!, ~1!

whereX(z) is the Z transformation of the generated sound
signal, I (z) the source signal of the glottis, andH(z) the
digital filter of the vocal tract. Then, theZ transformation of
the all-pole linear filter is

H~z!5
1

12(k51
q ckz

2k , ~2!

and the resulting transfer function

X~z!5
1

12(k51
q ckz

2k * I ~z!, ~3!

can be regarded as a mathematical model of the vocal tract
~Rabiner and Gold, 1975; O’Shaugnessy, 1987!.

B. Linear predictive coding „LPC… as a method for
feature formation and data reduction

The LPC is formed in the temporal domain from a time-
sequenced data series derived from a continuous signal. It is
used, for example, to extract features in the frequency do-
main ~e.g., the frequency, amplitude, and bandwidth of reso-
nance frequencies!. In the LPC, changes in the signal are
used instead of the signal itself. Thus, a sound samplex(n)
out of a series is taken together with a previous sample
x(n21). A linear prediction of the actual sample is formed
as a weighted sum of the past sample. The difference~pre-
diction error! e(n) between the two samples can be mini-
mized by introducinga1 as a coefficient, such that

e~n!5x~n!2a1x~n21!. ~4!

The minimization of the errore(n) can best be achieved if
the number of previous samples is increased, which intro-
duces also a number of additional coefficientsa1 ,...,ap .

e~n!5x~n!2a1x~n21!2a2x~n22!2¯2apx~n2p!.
~5!

Applying theZ transformation, this results in

E~z!5X~z!2 (
k51

p

akz
2k * X~z!, ~6!

or

X~z!5
1

12(k51
p akz

2k * E~z!. ~7!

This is in formal equivalence to~3!, takenE(z) as the
source signal from the glottis. Thus, LPC is equivalent to the
source-filter model of Fant~1970! with the predictor coeffi-
cients ak of LPC representing the vocal-tract filter coeffi-
cientsck . For the calculation of thep coefficientsa1 ,...,ap

we used the autocorrelation method and the Levinson–
Durbin recursion.

C. Self-organizing feature maps „SOFM…

Self-organizing feature maps~Kohonen, 1982, 1997!
consist of a multiplicity of homogeneous processing units
~neurons! with spatial relationships to their neighbors. In the
basic setup input vectors are directly fed forward to the two-
dimensional output layer~map!. Using the neighborhood re-
lationships between the neurons, the map organizes the input
vectors according to their structure so that similar vectors are
stored in neighboring areas of the map and different vectors
in distant areas. According to the Kohonen algorithm we
trained the feature map with the determined LPC coefficients
~12-dimensional input vectors!. The mapping of the input
space can then be visualized with various methods. In the

FIG. 1. Schematic drawing of the vocal tract of a piglet~redrawn from an
x-ray picture!.
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second step the mapping of the Kohonen
network was tested with test data sets which were not in-
cluded in the training data set.

A methodical problem before the self-organization can
start is the choice of suitable network parameters~neuronsX,
neuronsY, learning radius, learning radius factor, learning
rate, learning rate factor, learning steps!. Still, a suitable map
structure can be reached only in trying. In our case, we
started with a small number of neurons (60360) that was
increased until no further improvement of the classification
result and the classification parameters~maximum and mean
distance—learning curve! occurred. This methodical prob-
lem could also be solved by the application of self-
optimizing growing cell structures. A description of such
structures is given by Fritzke~1992, 1998!.

D. Extraction and graphical representation of the LPC
coefficients

The number of the LPC coefficientsa1 ,...,ap deter-
mines the number of the considered resonance frequencies of
the vocal tract, withp/2 being the number of the resonance
frequencies. Using up to 18 LPC coefficients we never found
more than 6 resonance frequencies in the piglets’ screams.
Hence, for further analyses, 12 LPC coefficients were used.
In order to take into account the dynamic structure of the
calls, the LPC coefficientsa1 ,...,ap were extracted from
time windows~frames! of 46.44 ms length in each case. The
LP spectrum was determined from the LPC coefficients by
means of a polynomial development.

Figure 2 shows the results of the spectral analyses of a
stress call as amplitude and LP spectra. The dynamic struc-

ture of the call is clearly visible by the bands of the LP
spectrum in the frequency domain. Some bands alter their
frequency and amplitude, and the low-frequency band bifur-
cates at the end of the recording. In the single-amplitude
spectrum ~bottom!, two effects of the sound production
mechanism are visible. The influence of the stimulation fre-
quency~glottal source! results in a fundamental frequencyf 0

at about 250 Hz and its harmonics. The harmonics are the
quickly ~200-Hz range! changing parts. The influence of the
resonance qualities of the vocal tract causes slow changes.
The LP spectrum represents a model of the vocal tract and
may substitute the amplitude spectrum with respect to the
resonance frequencies. Hence, it is possible to determine the
resonance frequencies of the vocal tract from the local
maxima of the LP spectrum.

III. EXAMPLES FOR THE APPLICABILITY OF THE
PROCEDURE

A. Example I: Classification of individual piglets by
their scream characteristics

1. Animals and recordings

The calls to be individually classified were recorded
from three randomly selected piglets~Sus scrofa! of the
‘‘German Landrace’’. They were housed together with their
mother and kept in a standard farrowing crate. ‘‘Stress
screams’’ were recorded on the fifth day after birth within an
interval of 2 min per animal. In this time we got between 26
and 62 screams per animal for classification. For the acous-
tical recordings the piglets were removed rapidly from their
home pen and taken to the adjacent acoustic chamber with a
minimum of disturbance. The chamber with low acoustic

FIG. 2. Example of a stress call displayed by a piglet
on the 5th day after birth. Top: Voltage signal in the
time domain. Middle: Normalized logarithmic LP spec-
trum of the signal depicted at the top. The gray-scale
density represents the intensity of the corresponding
frequencies. Two resonance frequency bands at about 3
and 5 kHz are clearly visible. A narrower frequency
band lies at about 8 kHz. A further, incomplete band is
seen between 8 and 10 kHz. Bottom: Normalized loga-
rithmic amplitude spectrum extracted from the FFT
transformation and the LP spectrum of a single frame
~46.44 ms!. The local maxima of the LP spectrum co-
incide with the resonance spectra of the amplitude spec-
trum.
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reflection by the walls and the ceiling was described earlier
by Schön et al. ~1998!. Screams were experimentally in-
duced by keeping up the piglets at the thorax by a person for
1 to 2 min—a stressful situation which is quite similar to the
handling immediately prior to the castration of male piglets
in the normal farm animal practice, or, more common, to a
situation where the sow lays down and accidentally squeezes
a piglet to death. In the latter situation the screaming triggers
the sow to stand up immediately~Hutsonet al., 1993; Weary
et al., 1996!. All calls were recorded with a DAT recorder
~Sony DCT-790! and a separate microphone~Sennheiser
MKE 46!. The procedures for data processing were devel-
oped and programed using the graphical programming lan-
guageLABVIEW ® with the additional toolDATAENGINE V.I.©

~LABVIEW ®, 1998;DATAENGINE V.I.©, 1999!.

2. Training and test phase of the system

Fifteen screams of each individual were used to train the
map and further ten screams of each piglet were used to test
the map. The test screams were not included in the training
data set.

a. Training phase. The SOFM was trained with 12-
dimensional input vectors derived from the 12 LPC coeffi-
cients per time window~46.44 ms!. Hence, 9 to 45 LPC
vectors per scream were obtained. The maps used in this
experiment consisted of 1003100 neurons and were trained
in 33500 learning steps. The initialization of the first 1000
steps was performed with a learning radius of 60, a learning
radius factor of 0.995, a learning rate of 0.999, and a learning
rate factor of 0.99. The continuous training during the fol-
lowing 500 learning steps was performed with a learning
radius of 4; all other parameters were left unchanged. Figure
3 shows the achieved learning curves that represent the
gradual descent of the mean and maximum distance of the
winner neurons to the respective input vectors.

In order to assess the result of the training process, a
graphic representation has proven to be helpful. This can be
obtained by a U-matrix~unified matrix! representation
~Ultsch and Simon, 1990!, where the distance between
neighboring weight vectors of the map is determined and
applied to the matrix. The result can be plotted three-
dimensionally where the height of the hills is proportional to
the distance of the neurons. In this representation informa-
tion exists over the entire input space. For each neuron, the
Euclidian distance to its neighbors is determined. The ob-
tained result is depicted in Fig. 3.

The representation with the U matrix is not dependent
on the dimension of the input space. Based on the topologi-
cal representation of the map, the input vectors that belong to
the same cluster are found in the same areas~valleys! on the
map. The valleys are separated by the hills. The scatter of the
single-resonance frequencies of the vocal tract over the call
and the differences between the single calls of an animal are
reflected by the neighborhood relationships of the neurons.
The clusters 1–3 were assigned to the three examined pig-
lets. While piglets 1 and 3 displayed a very homogeneous
structure in the screams, indicating a low variability of the
calls, piglet 2 delivered a strong variability within and be-
tween the screams. Nevertheless, piglet 2 was clearly sepa-
rated from the other two piglets, while the separation be-
tween piglet 1 and 3 was not as strong. The U matrix makes
it possible to recognize the separation of clusters by the
SOFM without having exact knowledge of the input data set.
This is an important aspect in sound analysis. Thus, it is
possible to decide whether or not a classification result can
be reached with the chosen feature vectors from the calls.

After training of the SOFM the resulting clusters were
labeled using the knowledge of the individual origins of the
training data set. The result is shown in Fig. 3, where the
neuronal areas were labeled with respect to the three piglets.

FIG. 3. Learning curve, 3D-U Matrix,
and areas of the labeled neurons for
the model on the 5th day after birth.
The learning curve shows the quality
of the training process of the SOFM
with the help of the gradual descent of
the mean and maximum distance of
the winner neurons to the respective
input vectors; the U matrix visualizes
the separation of clusters by the
SOFM; the areas of labeled neurons
decides further about the assignment
of the test vectors to the individual
clusters.
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With the labeling the training phase was finished.
b. Testing phase. The trained classification model was

now ready for testing with unknown test vectors from
screams that were not used for training~Fig. 4!. The results
of the assignment of the test LPC vectors are given in Table
I. The misclassification rate was very low~,3%!.

B. Example II: Classification of piglet screams versus
other calls and noise

1. Animals, calls, and recordings

The procedure is not only able to deliver an individual
assignment of calls, but also a classification regarding differ-
ent call types. Hence, different vocal responses of pigs re-
garding their environment and treatment were exemplarily
recorded to be analyzed later.

First, stress screams of 19 piglets from 4 different litters
~litter 1–litter 3: each with three 2-week-old piglets@train-
ing#, litter 4: ten 2-week-old piglets@testing#! were recorded
in the same way as described in example I. We further used
the screams of 16 growing pigs~5-week-old pigs! from two
different litters ~litter 5: nine 5-week-old piglets@training#,
litter 6: seven 5-week-old piglets@testing#!.

Second, grunts vocalized in various social situations
were used~calls displayed in a ‘‘nonstress’’ context!. Both
the grunts of six 2-week-old piglets~three for training and
three for testing! and the grunts of six 5-week-old growing
pigs~three for training and three for testing! were induced by
a short social isolation of the animals with vocal contact to a
companion. Further, the nursing grunts~see Scho¨n et al.,
1999! of ten first-lactating sows~five for training and five for
testing! were involved.

Third, three examples of the background noise occurring
in the housing environment of the pigs were used. They con-
sist of arbitrary sounds~e.g., the talking of humans, air ven-
tilation, and rattle of the equipment! without any animal calls
~noise I for training, noise II for testing! or with a small rate

of animal vocalizations included in the background noise
~noise III for testing!. All recordings were made randomly
under normal keeping conditions in the stable. The recording
equipment was the same as described in example I.

2. Training and test phase of the system

a. Training phase. The map was trained with LPC vec-
tors that were determined from screams of piglets and grow-
ing pigs. We used 7673 LPC vectors to characterize the stress
~scream! area of the Kohonen map~screams from litter 1–3
and litter 5!. On the other side we used LPC vectors from
grunts of three piglets~724 LPC vectors!, three growing pigs
~2716 LPC vectors!, and five first-lactating sows~178 LPC
vectors!, and noise I~1263 LPC vectors!. Hence, the non-
stress area of the Kohonen map was characterized by 4881
LPC vectors and the map was trained with a total of 12 554
LPC vectors. The maps used in this experiment consisted of
1503150 neurons and were trained in 33500 learning steps.
The initialization of the first 1000 steps was performed with
a learning radius of 80, a learning radius factor of 0.995, a
learning rate of 0.999, and a learning rate factor of 0.99. The
continuous training during the following 500 learning steps
was performed with a learning radius of 4; all other param-
eters were left unchanged.

b. Testing phase. The labeled SOFM was then tested
with unknown LPC vectors from screams~litter 4, litter 6!,
grunts ~three 2-week-old piglets, three 5-week-old piglets,
and five first-lactating sows!, and noise~noise II, noise III!.
The findings are shown in Table II.

The results show that the classification of screams to the
‘‘stress area’’ was possible with a misclassification rate lower
than 1%. The grunts were to.97.5 correctly attributed to the
‘‘non-stress area.’’ A similar classification result was
achieved with noise II. In addition to noise II, noise III con-
sisted also of a small rate of animal communication. This
was a mixture of grunts, squeals, and screams~e.g. fighting
for rank order, waiting and fighting in front of the trough
before feeding, attempts of escaping after isolation from the
social group! which might be regarded as typical examples
of vocalizations in a housing environment. When a ‘‘non-
stress’’ context is assumed~Table II! the classification shows
an error of 7%.

FIG. 4. Schematic representation of
the process of the training and the ap-
plication ~testing! phase by using the
SOFM.

TABLE I. Example I: Results for testing the trained SOFM with unknown
stress screams of three piglets on their 5th day after birth.

Piglet No. of analyzed LPC vectors Misclassification rate~%!

1 380 0.00
2 281 1.78
3 272 2.94
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IV. DISCUSSION

The aim of the present paper is to introduce a procedure
for the classification and identification of stress screams of
domestic pigs that allows the classification of animal calls
using the LPC analysis and a subsequent SOFM of the Ko-
honen type~Kohonen, 1992!.

Previous attempts of computer-aided analysis of animal
vocalization were mainly based on conventional statistical
methods~e.g., a discriminant analysis! with a multiparamet-
ric approach~Schrader and Hammerschmidt, 1997; Scho¨n
et al., 1999!. Where features like FFT coefficients or cep-
strum analysis were used in combination with neural net-
works, the biological meaning of the respective sounds were
not in the center of interest~cf. Datumet al., 1996!, or the
dynamic structure and/or the large amount of parameter co-
efficients of the sounds to be recognized demanded large and
complicated systems~cf. Kohonen, 1992; Schuchardt, 1992;
Rebyet al., 1996, 1997!.

Calls of mammals often have a complex structure. In
past years it was shown that the sound production is not only
a deterministic process but rather the result of a highly non-
linear dynamic system~Herzel et al., 1995!. The model of
Fant ~1970! represents only an idealized view on the under-
lying processes. In nonhuman mammal communication the
appearance of nonlinear phenomena seems to be normal and
it seems to occur more often in disordered animals~Riede
et al., 1997, 2000; Wildenet al., 1998!. Thus, every kind of
modeling has to take these aspects into account.

Linear predictive coding~LPC!, based on a source-filter
model, is compatible with the mechanism of sound genera-
tion in the vocal tract and, most importantly in our applica-
tion, reduces the number of coefficients necessary for a suc-
cessful classification of stress calls to 12. This is a
considerable reduction compared to 512 Fourier coefficients,
and still more than the 50 cepstral coefficients used in an
earlier study of pig vocalization~Schön et al., 1999!.

The coefficients of the LPC analysis were topologically
represented on the feature map. Subsequently, the U matrix
delivered the number of classes on the map. The result was
identical with the number of animals from which the labeled
data set originated. After the training phase we tested the
structure of the network with unknown test screams. The
classification results clearly showed that an individual as-
signment of the three exemplary selected piglets was pos-
sible on the basis of their particular scream characteristics.

A further task was testing a trained network regarding
the classification performance with respect to the classifica-
tion of piglet screams vs other calls and noise. Here, after the
training was completed, unknown stress calls from pigs had
to be assigned to the trained clusters. Most of the unknown
calls were correctly assigned to the area of stress screams.

In order to obtain reasonable training times and an on-
line capability of the trained system, as well as a good clas-
sification, it is necessary to estimate the optimum number of
LPC coefficients that are inputs to the SOFM. This, like the
size of the Kohonen network, is still not solved in general.
Clearly, this optimum number depends on the sounds to be
discriminated and, hence, has to be evaluated with each new
task. However, this method also bears some advantages. The
flexible arrangement of the feature extraction as well as the
arrangement of the topology of the neuronal network allows
extensive simulations of the training process and makes it
possible to solve a multiplicity of classification tasks and
have visual access to them.

The functionality of the described approach clearly de-
pends on the fact that pig vocalizations are more or less
sustained. That means that only weak frequency modulations
occur during a call. Hence, the temporal order of the LPC
coefficients was irrelevant to the SOFM. However, the com-
paratively simple design of the LPC-SOFM procedure for
stress-call classification and identification makes it possible
to create an on-line monitoring system which can detect
stress calls immediately, since the necessary number of LPC
coefficients and the classification by the trained neural net-
work can be calculated in real time.

Hopefully, further development of the method extending
it to other types of vocalizations will enable us to create
systems that are able to recognize, discriminate, and output
the semantic meaning of various animal calls. Similar to the
proposal of Ritter and Kohonen~1989! for the semantics of
words, this could be reached by grouping the calls according
to their behavioral context.

Thus, the present procedure may be used as a method-
ological approach to solve different analysis and classifica-
tion tasks in animal vocalization. Besides the clarification of
communicative aspects, it would allow us to automatically
monitor behavioral responses of farm animals in a housing
situation with respect to their well-being~e.g., stressed vs
nonstressed! or suffering~e.g., sick vs healthy!. This will be

TABLE II. Example II: Results for testing the trained SOFM with unknown calls or noise classified as ‘‘stress’’
or ‘‘nonstress’’ calls.

Animals ~age! n Calls/noise
No. of analyzed

LPC vectors Type

Misclassification
rate

means6s.d. ~%!

Piglets~2 weeks! 10 screams 1904 stress 0.5861.11
Growing pigs~5 weeks! 7 screams 2476 stress 0.8561.27
Piglets~2 weeks! 3 grunts 171 nonstress 2.3462.55
Growing pigs~5 weeks! 3 grunts 245 nonstress 2.0461.70
Sows~1st lactation! 5 nursing grunts 60 nonstress 1.6762.89
Noise II ¯ without animal calls 1706 nonstress 1.2361.15
Noise III ¯ with animal calls 1072 nonstress 7.0062.79
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of increasing significance in all fields of captive and re-
stricted animals in human charge.
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Sound transmission through ears with tympanic-membrane~TM! perforations is not well
understood. Here, measurements on human-cadaver ears are reported that describe sound
transmission through the middle ear with experimentally produced perforations, which range from
0.5 to 5.0 mm in diameter. Three response variables were measured with acoustic stimulation at the
TM: stapes velocity, middle-ear cavity sound pressure, and acoustic impedance at the TM. The
stapes-velocity measurements show that perforations cause frequency-dependent losses; at low
frequencies losses are largest and increase as perforation size increases. Measurements of
middle-ear cavity pressure coupled with the stapes-velocity measurements indicate that the
dominant mechanism for loss with TM perforations is reduction in pressure difference across the
TM; changes in TM-to-ossicular coupling generally contribute less than 5 dB to the loss.
Measurements of middle-ear input impedance indicate that for low frequencies, the input impedance
with a perforation approximates the impedance of the middle-ear cavity; as the perforation size
increases, the similarity to the cavity’s impedance extends to higher frequencies. The collection of
results suggests that the effects of perforations can be represented by the path for air-volume flow
from the ear canal to the middle-ear cavity. The quantitative description of perforation-induced
losses may help clinicians determine, in an ear with a perforation, whether poor hearing results only
from the perforation or whether other pathology should be expected. ©2001 Acoustical Society of
America. @DOI: 10.1121/1.1394195#

PACS numbers: 43.64.Ha@BLM #

I. INTRODUCTION

Perforations of the tympanic membrane~TM! can result
from trauma, middle-ear disease, or the treatment of middle-
ear disease. Perforations occur as a result of the disease pro-

cess in chronic otitis media, which affects at least 0.5% of
the population~Sadé, 1982!. Additionally, it is estimated that
1.3% of American children have tympanostomy tubes
~Bright et al., 1993!, which are tubes placed in the TM that,
like a perforation, connect the ear canal to the middle-ear
cavity. Although TM perforations occur frequently, their ef-
fects on hearing are uncertain: ‘‘There is no general agree-
ment among clinicians about the magnitude and the configu-
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ration of the hearing loss that is caused by various types of
tympanic-membrane perforations’’~Terkildsen, 1976!. This
paper, along with the theoretical companion paper~Voss
et al., 2001d!, provides controlled measurements together
with a theory for middle-ear function with perforations. Re-
sults from both papers will be important in the future design
of controlled clinical experimental studies.

To determine the effects of perforations, we have made
measurements on human cadaveric temporal-bone prepara-
tions with controlled perforations in otherwise normal ears.
The work reported here is organized both~1! to describe how
perforations alter middle-ear function from normal and~2! to
determine the relative importance of particular mechanisms
that contribute to hearing loss with perforations. The com-
panion paper~Voss et al., 2001d! uses these experimental
results to develop a mathematical model of sound transmis-
sion with perforations.

We present measurements of several acoustic quantities
with perforations. The ratio between the stapes velocity (VS)
and the sound pressure in the ear canal at the TM (PTM) is
our measure of middle-ear sound transmission to the cochlea,
i.e.,

T[
VS

PTM
[ middle-ear transmission. ~1!

Perforations of the TM may change middle-ear sound
transmission through at least three mechanisms.

~1! Perforations may alter the pressure difference across
the TM, which drives the motion of the TM and ossicular
chain, and thereby change ossicular motion~e.g., Mehmke,
1962; McArdle and Tonndorf, 1968; and Kruger and
Tonndorf, 1977, 1978!.

~2! Perforations may alter the coupling between the
pressure difference across the TM and the malleus motion,
thereby changing ossicular motion. Specific suggestions that
fall in this category include~a! decrease in the effective TM
area~e.g., Austin, 1978; Shambaugh, 1967!, ~b! change in
the coupling between TM motion and malleus motion, and
~c! change in tension of the TM that results from disruption
of its fibrous structure~Lim, 1970!.

~3! Perforations may alter the sound pressures that act
directly on the oval and round windows~e.g., Shambaugh,
1967; Hughes and Nodar, 1985, p. 72; Schuknecht, 1993b, p.
196!, thereby changing the pressure difference between the
windows, which is a component of the stimulus to the co-
chlea~Vosset al., 1996!.

Measurements reported here determine the relative im-
portance of mechanisms~1! and ~2! above; we have shown
elsewhere that mechanism~3! is not an important route of
sound transmission with most perforations~Voss 1998, Chap.
3!. To separate the effects of mechanisms~1! and~2!, we use
measurements of stapes velocity (VS), pressure at the TM
(PTM), and middle-ear cavity pressure (Pcav), to define two
ratios,

HDTM[
PTM2Pcav

PTM
[ pressure-difference ratio, ~2!

and

HTOC[
VS

PTM2Pcav
[ TM coupling ratio. ~3!

@The subscript TOC stands for TM–ossicles–cochlea.# HTOC

is a measure of sound transmission through the TM and os-
sicular chain that eliminates the effects of changes in pres-
sure difference across the TM.

The product of the two ratios is middle-ear transmission
T, i.e.,

~4!

Changes in the factors,HDTM and HTOC, provide measures
of the importance of mechanisms~1! and~2! in determining
transmission loss with perforations. As we will see,
perforation-induced changes in transmission~i.e., changes in
VS /PTM! result primarily from one of these mechanisms.

In addition to measurements of the quantities in Eq.~4!,
we also present measurements of the impedance at the TM
(ZTM). These impedance measurements are critical in defin-
ing a model of the middle ear with a perforation~Vosset al.,
2001d!, and they also allow estimation of the effects of per-
forations on the sound pressure generated at the TM by au-
diologic earphones~Vosset al., 2000a, e!.

II. METHODS

A. Temporal bones and their preparation

Acoustic measurements of stapes velocity, middle-ear
cavity pressure, and impedance in the ear canal near the tym-
panic membrane~TM! were made in cadaveric temporal
bones with both normal and perforated TMs. The subjects
were 11 of the ears for which normal results are presented in
Voss et al. ~2000b!, where measurement techniques are de-
scribed in detail. Measurements are reported from 100 to
4000 Hz, as some measurements above 4000 Hz were in the
noise floor.

Measurements were made on fresh temporal bones for
which no evidence of otologic disease was found either in
medical records or in oto-microscopic examination. In each
temporal bone, the ear canal was drilled away to expose the
TM, and a brass ring was cemented to the bony rim around
the TM to allow repeatable coupling to the sound source.
Access to the stapes footplate was obtained by opening the
‘‘facial recess’’ from a posterior-tympanotomy approach
~e.g., Shambaugh and Glasscock, 1980, pp. 704–705!. To
increase visibility of the stapes,~1! the stapedius tendon was
cut with alligator-type surgical scissors,~2! the pyramidal
process was curetted away, and~3! the mastoid segment of
the facial nerve was removed. A 0.25 mm2 piece of reflective
tape, coated with 50mm polystyrene spheres packed side by
side and weighing 0.05 mg, was placed on either the stapes
footplate or the posterior crust of the stapes. Vosset al.
~2000b! and Voss~1998! illustrate the~minimal! effects of
these manipulations on the measured stapes velocity. The
middle-ear cavity pressure was measured adjacent to the
stapes via a probe tube that was cemented to the temporal
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bone and terminated by a calibrated microphone. Measure-
ments were made with the middle-ear cavity closed. Periodi-
cally during the measurement sessions, the bone was sub-
merged in normal saline for several seconds, and the excess
fluid removed with gentle suction.

B. Perforation of the tympanic membrane

In each ear, perforations of different sizes and locations
were made. Typically, increasing-sized circular perforations
were made in the pars tensa in either the posterior-inferior
~PI! or the anterior-inferior~AI ! quadrant. In most cases,
once an entire quadrant was perforated, a kidney-shaped per-
foration that included both inferior quadrants was made so
that most of the inferior half of the TM was removed. A
typical sequence of perforations is illustrated in Fig. 1.

The controlled perforations were made with an oto-
surgical Argon laser~i.e., an HGM, Inc. laser used at a power
level of 1–2 mW and pulse duration of 100 ms!. In order to
measure the perforation sizes, an image of the TM was video
taped as each perforation was made, and a scale was placed
next to the perforation. Later, the video tape was viewed with
a video monitor and the perforation was traced and measured
to obtain its area. We report a diameter calculated from the
area measurement for each perforation. For kidney-shaped
perforations that involve more than one quadrant, we report
the diameter of a circular perforation of the same area.

C. Calculation of pressure at the tympanic membrane

We measured the ear-canal sound pressure about 3 mm
lateral to the TM, as described in detail in Vosset al. ~2000b!
and Voss~1998!. To correct for differences in pressure be-
tween this location and the TM we use a lossless cylindrical-
tube model to represent the residual ear-canal air space~e.g.,
Møller, 1965; Rabinowitz, 1981; Lynchet al., 1994; Huang
et al., 1997!, and we estimate the pressurePTM at the TM as

PTM5
PECZTM

ZTM cos~kl !1 jZ0 sin~kl !
, ~5!

where PEC is the measured pressure at the microphone
probe-tube orifice;ZTM is the measured impedance at the TM
~see Sec. II G!; Z05rc/A is the characteristic impedance of
the tube, andA570 mm2 is the area of the tube which is
defined by the average area of the TM~Wever and Lawrence,
1954, p. 416!; l is the length of the tube and is defined asl
5VEC/A, whereVEC is the ear-canal air volume between the
microphone probe-tube orifice and the TM, which is mea-
sured by filling the residual ear-canal air space with saline
using a calibrated syringe~range 0.03–0.1 cm3!; k

52pf/c, r is the density of air,c is the velocity of sound in
air, andf is frequency.

The ratioPTM /PEC is less than 1 dB in magnitude and
only a few hundredths of a cycle in angle for perforations
that are less than 1 mm in diameter. At the other extreme,
when the TM is entirely removed, the ratioPTM /PEC can
approach62 dB in magnitude and 0.05 cycles in angle for
frequencies above 1000 Hz. Below 1000 Hz, the differences
betweenPEC and PTM are smaller than 1 dB for all TM
conditions.

In this paper, we apply the sound-pressure correction of
Eq. ~5! to convert measurements ofPEC to PTM . However,
as measurements ofZTM were not obtained on one ear~bone
18!, we usePEC for all results on bone 18.

D. Measurement of the stapes velocity

1. Scope

We use our measurements ofT ~i.e., VS /PTM! as a de-
scription of the sound transmission through the middle ear.
Our techniques are described in Vosset al. ~2000b! and Voss
~1998!. Specifics relevant to the measurements with perfora-
tions are presented here.

2. Acoustic stimuli

Unless otherwise noted, the measurements of stapes ve-
locity were made in response to tonal stimuli that were typi-
cally between 90 and 120 dB SPL.@The system behaved
linearly for these levels, as described by Vosset al. ~2000b!.#
For each tone, the two responses, ear-canal pressure and
stapes velocity, were typically the average of 1000 or 2000
41-ms-long responses for a total of 41 or 82 s of averaging.
The measured frequency range was 25 to 10 000 Hz; the
frequency resolution was not identical for all experiments.
Because the experiments on the first three ears had a poor
frequency resolution~only 16 or 25 logarithmically spaced
points!, the reported means include only the experiments on
the final eight ears, which had 68 logarithmically spaced
points.@In all cases, data from the first three ears are consis-
tent with those from the final eight ears.#

3. Removal of data affected by the mechanical
artifact

Our stapes-velocity measurements are affected by a me-
chanical artifact, which appears to result from vibration of
the sound source. This artifact confounds the measurement
of stapes velocity. We measured the artifact as the velocity of
the temporal bone~at the round-window niche! in response
to sound in the ear canal. Specifically, we placed a piece of
reflective tape on the bony round-window niche and mea-
sured the ratio between this temporal-bone velocity and the
ear-canal pressure,Vbone/PTM . With a normal TM,
uVbone/PTMu was usually more than 20 dB smaller than
uVS /PTMu, and therefore the artifact was negligible. How-
ever, as perforations were made, the stapes velocity de-
creased for a constant pressure at the TM, and the mechani-
cal artifact could interfere with measurement of the stapes
velocity. Unless noted, data corresponding to stapes-velocity

FIG. 1. Schematic drawing of the TM and the manubrium of the malleus
that illustrates how perforations of increasing size were made. The diameters
for the illustrated circular perforations are, from left to right, 0.5, 1, 2, and 4
mm.
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magnitudes within 20 dB of the artifact magnitude
uVbone/PTMu are not included. Further details are in Voss
~1998, pp. 34–35, Fig. 1–5!.

The requirement that the stapes-velocity magnitude be at
least 20 dB greater than the artifact’s magnitude has the ef-
fect of eliminating data in which the stapes-velocity magni-
tude is smallest, i.e., at the lowest frequencies with the larg-
est perforations.

4. Definition of transmission loss

To describe sound transmission with perforations, we
compare the transmission measured with an intact TM,Tnorm

@i.e., (VS /PTM!norm#, to the same ratio measured with a per-
forated TM,Tperf. The ratio between the normal and the per-
forated condition serves as our measure of transmission loss

DT[
Tnorm

Tperf [
~VS /PTM!norm

~VS /PTM!perf [ transmission loss. ~6!

E. Pressure-difference ratio, HDTM

1. Calculation of the pressure-difference ratio

We calculate the pressure difference across the TM from
measurements of ear-canal pressure and middle-ear cavity
pressure. The ear-canal pressure,PEC, is generated and mea-
sured with the acoustic assembly described by Vosset al.
~2000b!, and PTM is computed fromPEC via Eq. ~5!. The
middle-ear cavity pressure,Pcav, is measured with a probe-
tube microphone that is placed near the stapes footplate
within the middle-ear cavity. Details of this probe-tube mi-
crophone and its calibration are in Vosset al. ~2000b!. We
computeHDTM , the pressure-difference ratio, as

HDTM[
DPTM

PTM
[

PTM2Pcav

PTM
. ~7!

To describe how perforations affectHDTM , we compute
changes inHDTM for the intact TM relative to the perforated
TM as

DHDTM[
HDTM

norm

HDTM
perf [ change inHDTM . ~8!

2. Limits on the accuracy of pressure-difference
calculations

With the TM perforated, the middle-ear cavity pressure
and the pressure at the TM are nearly equal at low frequen-
cies. Thus, small errors in the relative calibration of the two
microphones that measure these two pressures may introduce
large errors in the computed pressure difference. The calibra-
tion procedure for the microphone that measuresPcav is de-
scribed by Vosset al. ~2000b!. This microphone is calibrated
relative to the microphone that measuresPEC by acoustically
coupling the two microphones together and comparing their
responses to the common stimulus. To estimate the variabil-
ity in the relative calibrations between the two microphones,
we examined repeated relative calibrations over the course of
a single experiment. In general, the ratio between repeated
calibrations during an experiment varied as much as a factor

of 1.1 in magnitude and 0.01 cycles in angle. With such an
error and withPcav equal to PTM , a measurement would
yield

uHDTMu5UPTM21.1PTMej 2p0.01

PTM
U50.12, ~9!

although HDTM would really be zero. Thus, measured
uHDTMu values of less than 0.12 may be highly affected by
calibration errors. Thus, we impose the lower limit of 0.12
on the magnitude of the pressure-difference ratio (uHDTMu)
computed from Eq.~7!, and any calculateduHDTMu that is
below 0.12 is eliminated from the results.

3. Acoustic stimuli for cavity-pressure measurements

The voltages that correspond to the pressuresPEC and
Pcav are measured simultaneously on two channels in re-
sponse to a chirp stimulus. The chirp contains 1024 linearly
spaced frequencies from 24 to 25 000 Hz. The reported re-
sponse is the average of 200 responses~8.2 s of averaging!.

F. TM coupling ratio, HTOC

Perforation-induced changes inHTOC are a measure of
sound transmission through the TM and ossicular chain that
eliminates the effects of changes in pressure differences
across the TM with different perforations.HTOC is calculated
from measurements as

HTOC[
VS /PTM

~PTM2Pcav!/PTM
[

VS /PTM

HDTM
. ~10!

Changes inHTOC are calculated as the ratio of the normal
HTOC

norm to the perforatedHTOC
perf .

DHTOC[
HTOC

norm

HTOC
perf [ change inHTOC. ~11!

To calculateHTOC @Eq. ~10!#, some data manipulation
was required. The measurements ofVS /PTM were made with
a frequency resolution of 68 points from 24 to 10 000 Hz,
whereas the measurements ofHDTM5DPTM /PTM @Eq. ~7!#
were made with a frequency resolution of 1024 points from
24 to 25 000 Hz. Thus, the two kinds of measurements are
not at exactly the same frequencies. We resolved this prob-
lem through interpolation of theHDTM data to the frequen-
cies of theVS /PTM data, where theHDTM data have the
larger frequency resolution of the two measurements. Inter-
polation is done using cubic spline interpolation performed
using the software packageMATLAB ~The Mathworks, Inc.!.
Note that the displayedHTOC’s do not include points where
either ~1! uVS /PTMu is within 20 dB of the mechanical arti-
fact or ~2! uHDTMu,0.12.

G. Measurement of the middle-ear input impedance

Acoustic impedance measurements were made with a
method similar to that used by others~e.g., Rabinowitz,
1981; Allen, 1986; Lynchet al., 1994!, which is thoroughly
discussed elsewhere~Voss, 1998; Vosset al., 2000b!. The
Thévenin equivalent of the sound-delivery system was deter-
mined by pressure measurements in two ‘‘reference loads’’ of
known theoretical impedance. The two theoretical imped-
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ances were calculated from the equations of Egolf~1977!
and combined with the pressure measurements made in the
two reference loads to calculate the source’s The´venin pres-
sure and impedance equivalentsPTH andZTH . The ear’s im-
pedance was then calculated from a pressure measurement in
response to a chirp stimulus in the ear canal. The impedance
measurements were estimated to be generally accurate to
within about 10% in magnitude~about 1 dB! and 10° in
angle~0.025 cycles!.

Impedances were measured with a different acoustic as-
sembly from that used for the stapes-velocity and the middle-
ear cavity pressure measurements.~The source used for the
stapes-velocity and middle-ear cavity pressure measurements
had a source impedance magnitude that was small compared
to the magnitude of the input impedance of the middle ear;
thus, it could not be used to make accurate impedance mea-
surements.! The impedance-measurement assembly con-
sisted of a Knowles ED-1913 hearing aid receiver as a sound
source~Knowles Electronics, Elk Grove, IL! and a Knowles
EK-3027 microphone~Raviczet al., 1992; Voss, 1998!. ~The
source used to measure impedance in the ear canal was not
useful for the stapes velocity measurements because it could
not generate large enough sound-pressure levels in all situa-
tions.!

The ear’s impedance was measured in the ear canal~1!
with an intact TM, ~2! after each perforation was made
(ZTM

perf), and~3! with the TM removed. The impedance mea-
surement was made at the same ear-canal location as the
ear-canal pressure~Sec. II C!, and we approximate the effect
of the ear-canal air volume on the measured impedances by a
lossless cylindrical-tube model of the residual ear-canal air
space~e.g., Møller, 1965; Rabinowitz, 1981; Lynchet al.,
1994; Huanget al., 1997!, so that the impedance at the TM
(ZTM) is determined from the impedance measured in the ear
canalZEC as

ZTM[Z0

ZEC2 jZ0 tan~kl !

Z02 jZECtan~kl !
, ~12!

where the variables in Eq.~12! are defined in conjunction
with Eq. ~5!.

With an intact TM, the ratiouZEC/ZTMu approaches23
dB with the largest ear-canal volume of 0.1 cm3; in cases
with smaller ear-canal air volumes,uZEC/ZTMu is between 0
and 21 dB. With perforations, the ratiouZEC/ZTMu can ap-
proach 3 dB for frequencies near 2000–4000 Hz.

III. RESULTS

A. Organization

The results are organized into five sections. Each of the
first four sections focuses on one of the four measured ratios
for a series of perforations:~1! middle-ear transmissionT
[VS /PTM ; ~2! the pressure-difference ratioHDTM ; ~3! the
TM coupling ratioHTOC; and ~4! the middle-ear input im-
pedanceZTM . In each section, we show data from a typical
‘‘example’’ ear~bone 24L!. Additionally, we show the means
from eight ears for the quantitiesDT, DHDTM , andDHTOC.
In all cases, results from the example ear are similar to those
from the other ears, which are plotted in the appendices of

Voss~1998!. Measurements were made on eleven ears. How-
ever, measurements on the first three ears had poor frequency
resolution ~only 16 or 25 logarithmically spaced points!
whereas the experiments on the final eight ears had a fre-
quency resolution of 68 logarithmically spaced points. For
this reason, the reported means include only the final eight
experiments. In all cases, data from the first three ears are
consistent with those from the final eight ears.

A basic conclusion supported by the results is that the
effects of perforations on sound transmission result primarily
from perforation-induced changes in the pressure difference
across the TM, with alterations in TM-to-ossicular-coupling
(HTOC) being relatively small. One experiment, reported in
Sec. III F, was designed to determine what modifications in
the TM are required to make major changes in this coupling;
this experiment determined the effects of extensive slits in
the TM onHTOC.

B. Middle-ear transmission T
1. Components of stapes motion

Vosset al. ~2000b! show that the stapes translates in and
out of the oval window with a piston-like motion for fre-
quencies up to at least 2000 Hz when the TM is normal. Voss
et al. ~2000b! argue that to be consistent with translational
motion, the ratio between the velocities measured at two lo-
cations on the stapes has to~1! have a magnitude that is
constant versus frequency, and~2! have an angle that is zero.
To determine whether the stapes motion is piston-like when
the TM is perforated, stapes-velocity measurements at two
stapes locations were made on two ears with perforations
@two of the five ears in Fig. 6 of Vosset al. ~2000b!#. For
each perforation condition, the ratio of the complex veloci-
ties measured at two locations was computed. In Fig. 2, the
magnitudes and angles of the velocity ratios associated with
these two ears are plotted for four perforation sizes. Below
2000 Hz, the magnitudes and angles with the perforations
appear similar to those shown for the normal TM: the mag-
nitudes are nearly constant and the angles are near zero, con-
sistent with a translational motion. Above 2000 Hz, there is
more variability in both the magnitudes and angles, which
might result from a more complicated motion. However,
moderate changes in the preparation between measurements
could produce the differences seen in Bone 29. In neither ear
do the changes have a systematic dependence on perforation
size, which is consistent with another source for the change.
In summary, up to at least 2000 Hz, the stapes appears to
move with a one-dimensional translational motion with both
a normal and a perforated TM.

2. Effects of perforations on transmission

a. Example ear. Measurements of middle-ear transmis-
sion T ~i.e., VS /PTM! from the example ear are shown as a
function of frequency with perforation diameter as a param-
eter in Fig. 3 ~left!. The magnitude and angle ofT have
several features that are consistent across all preparations.
First consider the magnitudeuTu: ~1! As perforation diameter
increases,uTperfu decreases systematically at frequencies be-
low 1000–2000 Hz;~2! at frequencies less than 1000 Hz, for
all perforation diameters,uTperfu increases with increasing
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frequency such that in the 1000 Hz rangeuTperfu approaches
the normal value, and in many casesuTperfu exceedsuTnormu
slightly; and~3! above 1000 Hz, the perforations’ effects are
generally smaller than at frequencies below 1000 Hz.

Next, consider the angle/T. With the TM intact,
/Tnorm is constant at about 0.25 cycles at frequencies up to

at least 500 Hz, and above about 500 Hz,/Tnorm decreases
gradually with increasing frequency. When the TM is perfo-
rated:~1! At low frequencies,/Tperf is roughly constant with
frequency but its low-frequency asymptote appears to be be-
tween 0.25 and 0.75 cycles. Larger perforations result in
larger low-frequency angles; and~2! as frequency increases,

FIG. 2. Magnitude and angle of ratio of stapes veloci-
ties measured at two locations on the stapes.T
[VS /PTM was measured at two locations on the stapes
of bones 28 and 29 with the TM both normal and per-
forated. For both bones, the measurement locations
were the anterior end of the stapes footplate~AF! and
the posterior crus~PC!. Thus, for each TM condition
noted in the legends, ‘‘Magnitude~dB!’’ refers to
20 log10uTPC/TAFu, and ‘‘Angle’’ refers to the difference
/(TPC)2/(TAF). The middle-ear cavities were open
for the measurements on bone 28 and sealed for the
measurements on bone 29. Measurement stimuli were
chirps, and symbols that distinguish between measure-
ments are plotted at every 30th data point.

FIG. 3. Measurements ofT ~left!, HDTM ~center!, andHTOC ~right! from the example ear~Bone 24L!. For each quantity, the magnitude~upper! and angle
~lower! of each measurement are plotted. The legend in the rightmost panel specifies the perforation diameter. The smaller perforations were in the
anterior-inferior~AI ! quadrant, and the largest perforation contained most of the inferior half of the TM. Symbols are plotted at every eighth data point forT
andHTOC and every 25th data point forHDTM . ‘‘Gaps’’ betweenT data points result when measurements at some frequencies are excluded by the mechanical
artifact criterion. The horizontal dashed line inuHDTMu indicates a pressure difference of 0.12, which is the lower limit for the calculateduHDTMu.
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/Tperf decreases and approaches the value for the intact TM
/Tnorm.

b. Means from eight ears.In this section, we compare
the effects of perforations onT for measurements made on
eight ears. In order to compare the effect of the perforation
across different ears that vary in their baseline~i.e., intact
TM! responses, we compare changes from normal in stapes
velocity @i.e., DT of Eq. ~6!#.

A total of 44 perforations were made on the eight ears.
To compare the effects of all 44 perforations, we grouped the
perforations by size. Diameter categories were selected by
grouping the 44 perforations into 5 categories so that~1!
there were approximately the same number in each group
~range 7–11! ~Fig. 4 lower-left!, ~2! the ratio of the
maximum-to-minimum perforation diameter in each group is
similar for all groups~range 1.4–1.7!, and~3! gaps between
groups are similar across all five groups~15%–20%!.

The mean perforation-induced changes from the intact
condition ~i.e., transmission loss! are plotted in Fig. 4~left-
hand side!. The mean changes in transmission,DT, are con-
sistent with the features described above for the measure-
ments from the example ear:~1! DT is frequency dependent

with the largest reductions in magnitude occurring at low
frequencies;~2! at low frequencies,DT increases with per-
foration size;~3! between 1000 and 2000 Hz, there can be
small increases~i.e., 3 dB! in DT with perforations; both the
frequency and the sharpness of this peak increase with
perforation-diameter increases;~4! from about 2000 to 4000
Hz, changes are less than 12 dB and increase with perfora-
tion size; and~5! for the lowest frequencies the mean angle
change approaches20.25 cycles for the smallest perfora-
tions and20.5 cycles for the larger perforations; for the
middle frequencies the angle changes are near zero, and for
the higher frequencies the mean angle changes are between
zero and20.25 cycles.

C. Pressure-difference ratio: HDTM

Measurements of the pressure-difference ratioHDTM

from the example ear are shown as a function of frequency
with perforation diameter as a parameter in Fig. 3~center!.
With the TM intact, the magnitude ranges from about 0.7 to
1 and is nearly independent of frequency; the angle is about
zero. Perforations have their biggest effects onHDTM at fre-

FIG. 4. Mean change~6standard error! in T ~left!, HDTM ~center!, andHTOC with perforation diameter as a parameter; the changes from normal are defined
as the ratio between the normal measurement and the perforated measurement~i.e., norm/perf!, with unorm/perfu plotted in dB with positive down so that these
plots have the format of standard audiograms. Mean magnitudes~upper! were calculated in the logarithmic domain, and mean angles~middle! in the linear
domain. Changes from all perforations are included from the final eight experiments. Each change curve, with diameter as a parameter, includes all
perforations made on the eight ears that fit the diameter category. The lower plots indicate the total number of measurements in each diameter categorythat
are available at each frequency:N is not constant across frequency because points where eitherVS /PTM is within 20 dB of the artifact or whereuHDTM

,0.12u are not included in calculation of the means. Means are only calculated at frequencies where data from more than 50% of the cases in the range
category are above our noise limits. To increase visibility, symbols and standard error bars are indicated at a subset of data points.
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quencies below about 1000 Hz, where many of the effects
are similar to those described previously forT. For example:
~1! the low-frequency magnitudeuHDTMu decreases system-
atically as perforation diameter increases and~2! uHDTMu has
a maximum where the ‘‘perforated’’ measurement exceeds
the normal measurement, and the frequency of this maxi-
mum increases with perforation diameter. At the frequency
of the maximum, the angle/HDTM begins to decrease to-
ward 0 cycles: For the smallest perforation this angle de-
crease is about 0.25 cycles and for the largest perforations
the angle decrease approaches 0.5 cycles. For the larger per-
forations, the combination of the magnitude maximum and
the half-cycle angle change suggests that the perforation in-
troduces a resonance—which might involve the effective
mass of the perforation and the compliance of the middle-ear
cavity ~Vosset al., 2001d!.

Figure 4~center! plots the mean changes from normal in
HDTM @i.e., DHDTM of Eq. ~8!#. Both the magnitude and the
angle of the changes from normal are similar to the measure-
ments ofHDTM ~Fig. 3 center! because with a normal TM
HDTM is nearly one in magnitude and zero in angle.

D. TM coupling ratio: HTOC

The TM coupling ratio is a measure of signal transmis-
sion coupled by the TM and ossicular chain with the effects
of perforations on the pressure difference across the TM re-
moved.HTOC with an intact TM is roughly the same as the
transmissionT with an intact TM ~Fig. 3! becauseuPcavu
,0.3uPTMu. Perforations have only moderate effects on
HTOC ~Fig. 3 right and Fig. 4 right!. With all perforations, the
changes from normal inHTOC are generally less than 5 dB in
magnitude and less than 0.1 cycles in angle for all frequen-
cies. These changes are small compared to the changes inT
andHDTM . Thus, changes in transmissionT appear to result
primarily from changes in the pressure difference across the
TM, with smaller changes in the way the TM couples to the
cochlea. We address this finding further in Sec. III F.@One
limitation on this description results from the lack of mea-
surements of either stapes velocity or pressure difference
across the tympanic membrane at the lowest frequencies for
the larger perforations, as measurements ofVS were limited
at the lowest frequencies by the mechanical artifact and mea-
surements ofDPTM with perforations yielded low-frequency
pressure differences that were too small to measure accu-
rately.#

E. Impedance at the tympanic membrane: ZTM

In Fig. 5, measurements of the acoustic impedance at the
TM @Eq. ~12!# are plotted for our example ear with a normal
(ZTM

norm), perforated (ZTM
perf), and removed TM (Zcav). Below

500 Hz, ZTM is compliance-like for all conditions, i.e., the
slope of the magnitudeuZTMu approximates220 dB/decade,
and the low-frequency angle of/ZTM is near20.20 cycles.

First, consider the perforation’s effect on the impedance
magnitude. At the lower frequencies, a perforation reduces
uZTM

normu by a constant, frequency-independent factor of about
0.3. This reduction is independent of perforation diameter.
Above about 500 Hz,uZTM

perfu shows perforation-diameter de-

pendent variations. First,uZTM
perfu has a well-defined local

minimum that depends on diameter in a systematic way; as
perforation diameter increases, the frequency of the mini-
mum increases, the magnitude at the minimum frequency
decreases, and the sharpness of the minimum increases. Sec-
ond, uZTM

perfu has a well-defined local maximum around 3000
Hz; the frequency of this maximum is not affected by the
perforation diameter and the magnitude of the maximum de-
creases as perforation diameter increases.

Perforations also affect the angle of the impedance. At
low frequencies, the compliant-like angle approximates
20.20 cycles for both the normal and the perforated condi-
tions. As frequency increases, the angle increases to a posi-
tive value between 0 and 0.25 cycles. With the moderate- and
larger-sized perforations, the increase in angle occurs across
the same frequency range as the first local minimum in mag-
nitude described previously. As perforation diameter in-
creases, the transition frequency from compliant-like to re-
sistive and mass-like increases. Around 3000 Hz,
corresponding to the local magnitude maximum described
previously,/ZTM

perf decreases.
The measurements of the impedance with the TM re-

moved~designated asZcav! are included in Fig. 5. Compari-
son of the measurements ofZTM

perf to Zcav indicate that~1! at
the lowest frequenciesZTM

perf'Zcav for all perforation sizes,
and ~2! at higher frequencies, as the perforation diameter
increases,ZTM

perf approachesZcav.
The regular occurrence of a minimum inuZTMu ~Fig. 5!

at a frequency where the angle changes rapidly, suggests a

FIG. 5. Impedances at the TM measured on the example ear~bone 24 Left!
for the normal TM (ZTM

norm), perforated TM (ZTM
perf), and TM removed (Zcav)

conditions. Symbols indicate every 20th data point. Upper: magnitude,
lower: angle.
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perforation-dependent resonance involving the acoustic mass
of the perforation and the acoustic compliance of the middle-
ear cavity. In this case, at the resonant frequency, the pres-
sure difference across the TM should be a maximum@Voss
et al., 2001d, Eq.~3!#. This prediction can be tested by com-
paring the frequencies of the minima ofuZTMu to those of the

maxima ofuHDTMu. Figure 6 shows that these two indepen-
dent sets of measurements fit this prediction.

F. Effects of slit-like perforations

The results presented previously indicate that even large
perforations produce relatively small~i.e., less than 10 dB!
changes in the coupling of pressure difference across the TM
to the ossicles and cochlea~i.e., DHTOC as in Fig. 4, right!.
This result, which simplifies understanding of the effect of
perforations, seems to contradict some conceptions of the
TM-to-ossicular chain coupling mechanisms. For example,
this result indicates that interruption of a sizable fraction of
TM radial fibers ~e.g., as in Fig. 1, right! may have little
effect on TM-coupling function. To demonstrate larger ef-
fects of changes in TM integrity, a structural modification
was designed to disconnect more extensively the TM from
the manubrium~handle! of the malleus, while minimizing
changes in the pressure difference across the TM. In other
words, in contrast to the perforations, this modification might
produce only small changes in the pressure difference across
the TM (HDTM) while dramatically changing the coupling
HTOC.

In one ear, we slit the TM with a myringotomy knife
along the manubrium of the malleus in four stages as sche-
matized in Fig. 7. Each slit completely penetrated the TM, as
it was possible to view the middle-ear cavity through the slit.

FIG. 6. Comparison of frequencies of the first maximum inuHDTMu to fre-
quencies of the first minimum inuZTMu for 53 pairs of measurements with
perforations~in 10 ears!. A symbol is plotted for each perforation including
the condition of TM removed. The dotted line isy5x.

FIG. 7. Change inVS /PTM ~left!, HDTM ~center!, and HTOC with slit configuration the parameter; changes are defined as the ratio between the normal
measurement and the perforated measurement~i.e., norm/perf!, with unorm/perfu plotted in dB with positive down so that these plots have the format of
standard audiograms. The slit configuration is schematized in the center of the figure. Slit 1, indicated by a solid line, was made first along the posterior edge
of the manubrium of the malleus. Slit 1 was about 2 mm long. Next slit 2, also about 2 mm long and indicated by a solid line, was made along the anterior
border of the manubrium. Next, slit 3, indicated by a dashed line, was made to connect slits 1 and 2 around the distal end of the manubrium~umbo!. Finally,
slit 4, with two components, was made so that the combined slit encompassed the perimeter of the manubrium and extended approximately to the lateral
process of the malleus. Symbols are plotted at every eighth data point forVS /PTM andHTOC and every 25th data point forHDTM . ‘‘Gaps’’ betweenVS /PTM

data points result when measurements at some frequencies are excluded as a result of the mechanical artifact; these exclusions generally occur when the
reduction in stapes velocity is large.
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Figure 7 shows changes in measurements made with
four slit conditions. First, consider the single 2 mm slit along
the posterior part of the manubrium~labeled slit 1!. The left
column of Fig. 7 indicates that there was no change inT
from normal with this first slit. This slit certainly penetrated
the TM, but after the slit was made the margins of the slit
were observed under a microscope to be bridged by mois-
ture. Figure 7~center column! shows that slit 1 did not affect
the pressure-difference ratio (HDTM) either. Similar to slit 1,
slit 2 was also self sealing with moisture and the responses
with slit 2 added were similar to those with slit 1 only: nei-
ther T nor HDTM changed much from normal~,2 dB in
magnitude!.

Larger changes inT andHDTM occurred with the addi-
tion of slits 3 and 4, in which the slits were longer and
remained open over their entire length. With the addition of
slit 3, the change inuTu is relatively flat below 1000 Hz at
about 10 dB, and with the addition of slit 4 the change is
between 10 and 25 dB and has some variation with fre-
quency. Examination of the second and third columns of Fig.
7 shows that for the longer third and fourth configurations,
changes inuHDTMu increase to up to 10 dB for frequencies
from 400 to 2000 Hz, and changes inuHTOCu can approach
10–20 dB at some frequencies. Measurements ofT below
400 are not available because of the mechanical artifact, and
it is possible that changes inuHTOCu could greatly exceed 20
dB at these lower frequencies. Even though changes inHTOC

are larger than with our circular perforations, the changes of
only 10–20 dB at higher frequencies in configuration 4 seem
inconsistent with the extensive disruption of the manubri-
um’s attachment to the TM. In summary, this experiment
suggests that major interruption of the TM structure near the
manubrium has only moderate effects~i.e., ,20 dB! on
HTOC for frequencies greater than 400 Hz.

IV. DISCUSSION

A. Comparison to other work

1. Frequency dependence of loss with perforations

Our measurements of perforation-induced changes in
transmission show a clear frequency dependence; Fig. 4
shows that for all perforation sizes, the transmission changes
are greatest at the lowest frequency and decrease toward zero
as frequency increases toward 1000–2000 Hz. There can be
increases~up to 20 dB! in transmission in the 1000–2000 Hz
region. Above 2000 Hz, the losses are typically less than 10
dB. ~We note that our largest perforations covered 50% of
the TM; larger perforations could produce different loss char-
acteristics.!

These results are consistent with the cat cochlear-
potential measurements of McArdle and Tonndorf~1968!
and Kruger and Tonndorf~1977,1978! ~Fig. 8!, and the
umbo-velocity measurements of Bigelowet al. ~1996! in rat,
in all of which perforations in the TM produced their largest
effects at the lowest frequencies. Similarly, the temporal-
bone measurements of Nishiharaet al. ~1993! and the audio-
metric results of both Tavinet al. ~1988! and Rosowskiet al.
~1996! show that tympanostomy tubes in the TM produced
their largest losses at the lowest frequencies. The perforation-

induced loss was most prominent at the lowest frequencies
and the loss decreased with increasing frequency in the au-
diometric data of Ahmad and Ramani~1979! ~Fig. 8!. Our
measurements show increases in sensitivity in the 2000 Hz
region that are not found in the average of the measurements
of Ahmad and Ramani~1979!; this difference may result
from variations in middle-ear cavity volume~Voss et al.,
2001d!. In our population of ears, the volumes were very
similar for all ears and thus the resonant frequency between
the acoustic mass of the perforation and the acoustic compli-
ance of the middle-ear cavity would be similar for perfora-
tions of the same size. In a clinical population, however,
larger variations in middle-ear cavity volume are likely
~Molvaer et al., 1978!, and thus this resonant frequency
where sensitivity is increased, would not be the same across
ears. As a result, averaging audiograms from a clinical popu-
lation would tend to obscure the region of the increased sen-
sitivities.

Our results disagree with results of Be´késy ~1936! in
human, measurements of Payne and Githler~1951! in cat,
and the audiologic data of Austin~1978! ~Fig. 8!. Using a
temporal-bone preparation, Be´késy ~1936! found no differ-
ences in the motion of the malleus with a normal TM and a
0.6-mm-diam perforation for frequencies above 400 Hz, al-
though below 100 Hz he did find a reduction in motion that
increased inversely with frequency. However, if Be´késy’s
perforations were effectively closed by moisture on the TM,
as happened with our slit experiments~Fig. 7!, then his mea-
surements are consistent with our results. Be´késy also inves-
tigated the effect of a ‘‘lens-shaped tear’’ of the TM@‘‘ex-
tending from the end of the manubrium to one edge and
having a width of 2 mm’’# on a living human subject
~Békésy, 1936!. In this case, hearing in the contralateral ear
was compared to hearing in the ear with the perforation, and
Békésy concluded that the perforation ‘‘had no noticeable
effect on thresholds from 50 to 4000 cps@Hz# except to alter
slightly the small deviation in the frequency function.’’As no
further details are given, it is difficult to explain the clear

FIG. 8. Comparison of our mean change in transmission~i.e., ‘‘loss’’! to
measurements of transmission loss from Kruger and Tonndorf~1977! and
Austin ~1978!. Left: Comparison of results of Kruger and Tonndorf~1977!
to our mean transmission change (DT) with perforations of diameterd such
that 1,d<2 mm ~taken from Fig. 4!. The perforation diameter of the
Kruger and Tonndorf~1977! measurements wasd51.6 mm, and their loss
measurements were from cat cochlear potential data. Right: Comparison of
audiologic data from Austin~1978! with perforations that covered about
15% of the TM~about 3.4 mm in diameter! and perforations from Ahmad
and Ramani that covered 10%–20% of the TM. Here, we plot our meanDT
with perforation diametersd such that 3,d<4 mm.
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difference between this observation and our results.
Payne and Githler~1951! measured a reduction in co-

chlear potential that increased with perforation size, and they
found these reductions were nearly frequency independent.
McArdle and Tonndorf~1968! showed that the Payne and
Githler ~1951! results have a serious methodological prob-
lem. In the Payne and Githler study, the middle-ear cavity
was opened to surrounding space. The open cavity caused
the pressure on the middle-ear side of the TM to be smaller
than it would have been with an intact middle-ear cavity,
thus increasing the pressure difference across the TM and
decreasing the effect of the perforation on the pressure dif-
ference across the TM.

Austin ~1978! describes the frequency-dependence of
loss with perforation size as: ‘‘the presence of a perforation
does not significantly affect the frequency response of the
middle ear, since a flat hearing loss was observed for the
three frequencies studied as well as for each size of perfora-
tion’’ ~Austin, 1978, p. 372!. Indeed, the means of audio-
grams at 500, 1000, and 2000 Hz that Austin~1978! presents
do not show appreciable frequency dependence. However,
our measurements with perforation sizes similar to Austin’s
sizes show a clear frequency dependence~Fig. 8, right!. One
hypothesis for the differences between our measurements
and Austin’s audiograms is that errors occur with audiograms
measured in ears with perforations~Voss et al., 2000a, e!.
Because the perforated ear’s impedance may be substantially
lower than a normal ear, audiometric earphones can generate
a lower-than-normal sound-pressure level when they are
coupled to a perforated ear. This lower-than-expected sound-
pressure level results in audiograms that make the hearing
loss at the lower frequencies appear larger than they actually
are. If such an error affects Austin’s audiograms, the ‘‘cor-
rected’’ audiograms would have smaller loss at low frequen-
cies and the difference between Austin’s audiometric results
and our measurements would be even greater than that
shown in Fig. 8~right!. Thus, the possibility that errors oc-
curred in the ear-canal pressures generated during audiom-
etry does not seem to account for the differences between
Austin’s data and ours. We have no explanation for the dif-
ferences.

2. Effect of perforation size on transmission

Many studies of perforations, both animal and clinical
studies, show that loss increases as perforation size increases
~e.g., Anthony and Harrison, 1972; Austin, 1978; Ahmad and
Ramani, 1979; Bigelowet al., 1996!. Our measurements
show that perforation size has a big effect, and that for each
perforation size, the perforation-induced transmission change
can be described efficiently in three frequency regions. First,
for the lowest frequencies, as perforation size increases, the
loss ~i.e., change from normal in transmission! increases
monotonically and the slope of the loss magnitude versus
frequency is about 40 dB per decade. Second, for ‘‘middle-
frequencies,’’ the loss is near zero or slightly negative, and
the frequency of this increased transmission increases with
perforation size. The limits of the ‘‘middle-frequencies’’
range depend on and increase monotonically with perforation
size. Third, for frequencies above 2000 Hz, the larger perfo-

ration sizes show the larger deviations from zero; both the
gains and the losses increase with perforation size and can
approach 10 dB. Thus, strictly speaking, loss increases
monotonically with perforation size only in the low-
frequency region.

3. Effect of perforation location on transmission

The results presented here are from perforations made in
both the anterior-inferior and the posterior-inferior quadrants
of the TM. We analyzed our results to determine if the per-
foration location plays an important role in the perforation-
induced changes in stapes velocity. These comparisons are
presented in detail elsewhere~Voss, 1998; Vosset al.,
2000c!; the main conclusion is that changes in stapes veloc-
ity ~i.e., transmission! do not appear to depend on perforation
location in our temporal-bone preparation, with the kinds of
perforation illustrated in Fig. 1.

This result contradicts the widely held clinical view that
a posterior-inferior perforation results in larger hearing loss
than an anterior-inferior perforation~e.g., Schuknecht,
1993b, p. 196; Glasscock and Shambaugh, 1990, p. 314;
Pickles, 1987, pp. 60–61!. The usual explanation for the lo-
cation dependence is that a posterior perforation is closer to
the round window, and as a result the pressure acting at the
round window ‘‘cancels’’ the cochlear response more than
the round-window pressure associated with perforations at
other locations. Voss~1998, Chap. 3! used measurements of
the oval and round window pressures with perforations at
different locations to show that the perforation location has
no effect on the pressure difference between the oval-
window and the round-window pressures. Thus, our mea-
surements reject both the view that loss depends on perfora-
tion location and the presumed theoretical basis.

Ahmad and Ramani~1979! investigate how the perfora-
tion locations of anterior-inferior versus posterior-inferior af-
fect hearing levels. For their smaller perforations~,10% of
the TM!, they find hearing is independent of perforation lo-
cation. With larger perforations, it appears that hearing levels
are slightly more sensitive~i.e., lower! with anterior perfora-
tions; however, the difference between the locations is only
for the lowest frequencies~,1000 Hz! and the differences
appear small. In fact, it is not clear that there is a statistical
difference between the locations, as no measures of intersub-
ject variation are provided. Ahmad and Ramani~1979! con-
clude: ‘‘It is seen that the difference in hearing losses...be-
tween antero- and postero-inferior perforations, is
appreciable only at the lowest frequencies. At other frequen-
cies it is minimal; indeed, it@effects of location on hearing
losses# is almost negligible for clinical purposes.’’ Thus, this
study of audiograms, for a fairly large sample (N570) of
well-described perforations, provides, at best, weak support
for the common clinical view.

B. Dominant loss mechanism: Change of pressure
difference across the TM

Equation~4! expresses middle-ear sound transmission as
the product of two ratios, representing the effects of~1! the
pressure difference across the TM (HDTM) and ~2! the cou-
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pling of the pressure difference to the motion of the TM,
ossicles, and cochlea (HTOC). Our results show that
perforation-induced changes inHDTM are similar to
perforation-induced changes in stapes velocity~Fig. 4!, while
perforation-induced changes inHTOC are generally smaller
than changes in either stapes velocity orHDTM ~i.e., Fig. 4!.
Thus, we conclude that~1! the dominant mechanism for
changes in sound transmission is a perforation-induced
change in the pressure difference across the TM, and~2!
changes in the mechanical linkage of the TM and ossicles to
the cochlea make secondary contributions to the total trans-
mission changes.

C. Dependence of TM function on its structural
integrity

A main result of this paper is that perforations do not
alter ~much! the coupling of the pressure difference across
the TM to ossicular motion~i.e., HTOC!. Some basic ques-
tions arise concerning the processes involved. For example,
if the TM’s coupling of force to the manubrium occurs at the
umbo and/or along the length of the manubrium~e.g., Dallos,
1973, Fig. 3.4; Wever and Lawrence, 1954, pp. 90–114!,
how can~1! the removal of the TM from around much of the
umbo ~Fig. 1!, and ~2! extensive slits along the margins of
the manubrium~Fig. 7! have only a small effect onHTOC ~for
frequencies above 400 Hz!? Perhaps the coupling between
the peripheral region of the TM through the superior part of
the manubrium is of primary importance. Perhaps fluid fill-
ing a slit couples the TM to the manubrium nearly as well as
the TM itself. In this case the microstructure of the TM
seems unimportant to its function. This idea is consistent
with clinical practice of reconstructing TMs with a variety of
materials as well as the observation that the eardrums of
normal-hearing ears can have tympanosclerotic plaques or be
abnormally thinned as a result of past disease~Hunter, 1993!.
In general, the results of this one experiment suggest that
further experimental investigation is needed to determine the
importance of TM structural and mechanical features for its
function.

D. Clinical application of results

Our results describe hearing loss caused by different
sized perforations in otherwise normal ears. These results
should aid clinicians in determining whether a specific hear-
ing loss results only from a perforation or whether other
middle-ear pathology should be expected. The following fea-
tures are consistent with a hearing loss from a perforation
only: ~1! losses that decrease as frequency increases up to
about 1000 Hz,~2! losses or gains near zero in the 1000–
2000 Hz range, and~3! for frequencies above 2000 Hz,
losses that do not exceed about 10 dB for perforations that
are less than 50% of the TM area. Some of these features
may be difficult to distinguish on standard audiograms taken
at only five or six octavespaced frequencies, but audiometric
results in perforated ears that do not fit this pattern are sug-
gestive of additional pathology.

The result that the dominant mechanism for transmission
loss is a reduction in the pressure difference across the TM

provides experimental support for the well-known clinical
‘‘paper patch test’’ ~Schuknecht, 1993a; Glasscock and
Shambaugh, 1990!.

‘‘A patch of thin paper of appropriate size is
coated on one surface with unguentum and
placed over the perforation. Results of hearing
tests before and after application of the paper
patch provide a prediction of the functional out-
come of surgery’’~Schuknecht, 1993a, p. 5!.

In the ‘‘paper patch test,’’ the patch returns the pressure
difference across the TM to near normal levels. The patch
does not return to normal any of the structural modifications
made to the TM by the perforation~e.g., disruption of fibers
or changes in tension!. Thus, the observation that the ‘‘paper
patch test’’ successfully improves hearing in many cases of
perforated TMs is consistent with the results that show the
pressure difference is the primary mechanism of hearing loss
with perforations.

Even though numerous clinical studies have examined
hearing levels with perforations, a clear picture of middle-ear
function with perforations has not emerged. Instead, it is
commonly observed that similar appearing perforations re-
sult in dramatically different hearing levels. For example,

‘‘In general, the larger the perforation, the greater
the hearing impairment, but this relationship is
not constant and consistent in clinical practice;
seemingly identical perforations in size and loca-
tion produce different degrees of hearing loss.
The reasons for the variations in the hearing ef-
fects of simple perforations are not easily de-
fined’’ ~Glasscock and Shambaugh, 1990, p.
337!.

Some, if not all, of this variability may result from dif-
ferences in middle-ear cavity air volumes. The theoretical
treatment of the results~Vosset al., 2001d! demonstrates that
middle-ear function with perforations depends on the
middle-ear cavity volume. Although Be´késy ~1936! alludes
to the effect of the cavity volume, the relationship between
hearing levels and middle-ear cavity volume has not previ-
ously been described quantitatively. We now have a theoret-
ical structure that describes the interaction between the per-
foration and the cavity volume, and it appears that normal
variations in cavity volume can lead to differences in low-
frequency hearing levels of up to 20 dB in ears with other-
wise similar perforations. Future clinical studies can test for
the importance of middle-ear cavity volume by estimating
this quantity via low-frequency impedance measurements
and/or CT scans.
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A quantitative model of the human middle ear with a tympanic-membrane~TM! perforation is
developed. The model is constrained by several types of acoustic measurements made on human
cadaver ears, which indicate that perforation-induced changes in transmission result primarily from
changes in driving pressure across the TM and that perforation-induced change in the structure of
the TM and its coupling to the ossicles contributes a substantially smaller component. The model
represents the effect of a perforation on the pressure difference across the TM by inclusion of a path
for sound coupling through the perforation from the ear canal to the middle-ear cavity. The model
implies that hearing loss with perforations depends primarily on three quantities: the perforation
diameter, sound frequency, and the volume of air in the middle-ear cavity. For the conditions that
produce the largest hearing loss~low frequency and large perforation!, the model yields a simple
dependence of loss on frequency, perforation diameter, and middle-ear cavity volume. Predictions
from this model may be useful to clinicians in determining whether, in particular cases, hearing
losses are explainable by the observed perforations or if additional pathology must be involved.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1394196#

PACS numbers: 43.64.Ha, 43.64.Bt, 43.70.Bk, 43.70.Gr@BLM #

I. INTRODUCTION

Measured effects of tympanic-membrane~TM! perfora-
tions on sound transmission through the middle ear have
been systematically described~Vosset al., 2001d!. The mea-
surements indicate that, for perforations up to half the area of
the TM, the major mechanism for perforation-induced

changes is an altered pressure difference across the TM. In
this paper we develop a measurement-based mathematical
model that describes sound transmission in ears with perfo-
rations. The model assumes that the effect of the perforation
on the pressure difference across the TM can be represented
by inclusion of a path for sound coupling through the perfo-
ration from the ear canal to the middle-ear cavity. The prop-
erties of this path are described by an impedance. The pri-
mary goal of this paper is to test whether this simple model
represents features of the measurements.

a!Author to whom correspondence should be addressed. Address for corre-
spondence: Smith College, Picker Engineering Program, 51 College Lane,
Northampton, MA 01063; electronic mail: svoss@email.smith.edu
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II. MIDDLE-EAR ANALOG CIRCUIT MODEL WITH TM
PERFORATIONS

A. Circuit topology

The equations that govern sound pressures and volume
velocities in acoustic systems are analogous to the equations
that describe voltages and currents in electric circuits. Here,
we use an analog-circuit model~Fig. 1! to represent the
middle ear with a TM perforation. To distinguish them from
measurements, model values are indicated with a circumflex
above the variable. The perforation is represented by a
volume-velocity path of impedanceẐperf from the ear-canal
side of the TM to the middle-ear cavity.Ẑperf depends on the
size of the perforation; when there is no perforation,uẐperfu is
infinite, and the middle-ear cavity impedanceẐcav is in series
with an impedanceẐTOC that represent the effects of the TM,
ossicles, and cochlea~as in, e.g., Onchi, 1961; Møller, 1961;
Zwislocki, 1962; Kringlebotn, 1988; Peakeet al., 1992;
Shera and Zweig, 1992; Whittemoreet al., 1998!.

The impedanceẐTOC is the input impedance of the two-
port network, representing the coupling of sound through the
TM and ossicles, terminated by an impedance that represents
the stapes and cochleaẐSC. Although the two-port network,
and thusẐTOC, could depend on the state of the TM~e.g.,
normal versus perforated! and the perforation characteristics
~e.g., location and size!, our measurements show thatẐTOC is
not much affected by perforations~Voss et al., 2001d, Fig.
4!,1 thus supporting the simplification thatẐTOC is indepen-
dent of perforations. Measurements also support the assump-
tion thatẐperf does not depend on perforation location~Voss,
1998; Vosset al., 2000c!.

One prediction of the circuit topology has been tested. In
the circuit, the magnitude of the impedance at the TM,
uẐTMu, has a minimum at frequencies where the magnitude of
the pressure-difference ratio

uĤDTMu[U~ P̂TM2 P̂cav!

P̂TM
U, ~1!

is a maximum. Specifically, the circuit requires that

ĤDTM5
ẐperfiẐTOC

ẐTM

. ~2!

Equation~3! predicts that local maxima inuHDTMu will occur
at the frequencies of local minima inuZTMu. Figure 6 of the
companion paper~Vosset al., 2001d! shows that our data fit
this prediction over 53 perforation conditions in ten ears.

B. Representation of model components

A model was constructed for each of ten ears from mea-
surements on that ear along with aẐperf ~as a function of
frequency and perforation diameter! based on a theoretical
model supported by independent acoustic measurements.
The ten ears are the ten human-cadaver ears on which im-
pedance measurements were made~Vosset al., 2001d; Voss,
1998!. Superscripts norm and perf designate the normal and
perforated states of the TM, respectively.

In the individual-ear models used in this section, imped-
ance measurements~Voss et al., 2001d! directly determine
each model middle-ear cavity impedance, i.e.,Ẑcav5Zcav is
taken from the measurement of cavity impedance in that ear.
ẐTOC is obtained from measurements ofZcav andZTM

norm. With
a normal TM~i.e., uẐperfu5`!, the model of Fig. 1 requires
that

ẐTOC5ZTM
norm2Zcav. ~3!

Therefore, for each ear’s model, we determineẐTOC[ZTM
norm

2Zcav. Thus,ẐTM[ZTM for each ear.
Measurements ofZTM

norm and Zcav and computations of
ẐTOC are shown for the ten ears in Fig. 2. For most frequen-
cies, uZTM

normu.53uZcavu, and thusẐTOC'ZTM
norm. This use of

measurements to represent components of the model allows
the analysis of the model to test the adequacy of the circuit
topology for representing measurements with perforations.

To specifyẐperf, we represent the perforation as a circu-
lar orifice in a thin plate. No theoretical derivation for the
impedance of a circular orifice with dimensions that corre-
spond to the thickness of the TM of 0.06 mm~Lim, 1995!
and perforations on the order of 0.5–5 mm in diameter has
been agreed upon~e.g., Sivian, 1935; Boltet al., 1949; In-
gård and Labate, 1950; Kuckes and Inga˚rd, 1953; Nolle,
1953; Thurston and Martin, 1953; Stinson and Shaw, 1985!.
However, Stinson and Shaw~1985! report measurements of
the impedance of circular orifices in thin plates that are of
comparable dimensions to our smaller perforations. Further-
more, they show that their measured impedances are in ex-
cellent agreement with expressions suggested by Thurston
~1952!, in which the impedance of a circular orifice is ap-
proximated by the input impedance of a cylindrical tube
~‘‘shorted’’ at its other end! with a length that is extended by
two ‘‘end corrections.’’ Applied to the perforations, the de-
scription is

FIG. 1. Model of the human middle ear with a perforation. Voltages are
analogous to sound pressures; nodes in the circuit are labeled with symbols
for sound pressures, e.g.,P̂cav. Currents are analogous to volume velocities;
arrows on branches are labeled with volume-velocity symbols, e.g.,ÛS . To
distinguish them from measurements, model components are indicated with
a circumflex to distinguish them from measured values. The TM, malleus,
incus two-port network represents tympanic–membrane–ossicular coupling
through the TM to the stapes and cochlea.ẐSC is the net impedance of the
cochlea and the stapes. The input impedanceẐTOC of the two-port network
~terminated byẐSC! is identical for the normal and perforated conditions.
Ẑcav is the impedance of the middle-ear cavity;P̂TM is the sound pressure at
the TM; P̂cav is the sound pressure in the middle-ear cavity;ÛS is the stapes
volume velocity; andẐperf is the impedance of a perforation. The arrow
through Ẑperf indicates thatẐperf depends on perforation size. The input
impedance at the TM isẐTM .
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Ẑperf5
4r2p f ~ t1d!

pd2 f, ~4!

where

f[2 j
J0~kd/2!

J2~kd/2!
~5!

and f is frequency,j 5A21, d is the perforation diameter,r
is the density of air,t50.06 mm is the thickness of the TM
~Lim, 1995!, d58d/3p, k252 j r2p f /m where m is the
coefficient of viscosity of air (m51.8231025 kg s21 m21),
and J0 and J2 are zero- and second-order Bessel functions
~of complex arguments!, respectively.

Figure 3 shows, as a function of frequency, both the
factor f and the impedanceẐperf, with perforation diameter
as the parameter. At the lower frequencies, for the smaller
perforations,f varies substantially with frequency~in mag-
nitude and angle! and the perforation impedanceẐperf has
comparable resistive and mass components. As the perfora-
tion diameter increases,ufu→1 and/f→0.25, and the im-
pedance becomes mass dominated. As frequency increases
above 1000 Hz, for all diameters,ufu→1 and/f→0.25, and
the impedance is mass dominated; for this rangeuẐperfu is
approximately inversely proportional to diameter.

One assumption inherent in our use of this model for
Ẑperf involves the relative velocities of the TM and the air
moving through the perforation. The model is a circular ori-
fice in a stationary baffle, whereas the TM is a membrane
that vibrates. Our measurements, however, indicate that for
perforations that include up to at least 25% of the TM, the
TM velocity is generally at least ten times smaller than the
particle velocity of air flowing through the perforation;2 thus
the model’s assumption that the TM’s velocity is small rela-
tive to the particle velocity of air moving through the perfo-
ration is accurate.

III. COMPARISON OF MODEL PREDICTIONS TO
MEASUREMENTS

A. Organization

In general, the figures in this section compare the model
to the measurements for one ear~Bone 24L! as a typical
example.@Comparisons for all other ears are similar and can
be found in the appendices of Voss~1998!.3#

We start by comparing impedance at the TM with per-
forations~Sec. III B!. Because the model is based on bone-
specific measurements except for the impedance of the per-
foration, similarity between measurements and model

FIG. 2. Impedances from ten temporal-bone preparations as used to specify components in models for each ear. Left: Impedance measured at the normal TM,
ZTM

norm. Middle: Impedance measured with the TM removedZcav. Right: ImpedanceẐTOC calculated from measurements asẐTOC5ZTM
norm2Zcav. Upper panel:

Magnitude. The magnitude means were computed in the logarithmic domain. Lower panel: Angle. The equations at the tops of the three columns indicate how
the measurements are used to determine each model’s components. Symbols indicate every 20th point.

1447J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Voss et al.: Sound transmission with perforations



indicates that~1! the inclusion ofẐperf in the model produces
the measured effects of perforations and~2! the model for
Ẑperf is consistent with the measurements.

Next, in Sec. III C, we compare perforation-induced
changes in~1! stapes velocity and~2! pressure differences
across the TM. In this section, the data that are compared to
the model were not used in any way to define the model
parameters.

B. Impedance at the tympanic membrane

Figure 4 compares model and measurements for one ear
~Bone 24L!. All of the salient features of the measurements
are seen in the model’s behavior:~1! At the lower frequen-
cies, the model and the measurements have similar magni-
tudes and decrease at 20 dB/decade with an angle that is
approximately20.20 cycles,~2! in both model and measure-
ments the angle changes from negative to positive at a
perforation-diameter-dependent frequency that varies from
700 Hz for the smallest perforation to 2000 Hz for the larg-

est; ~3! both model and measurements have a magnitude
minimum whose frequency increases with increasing perfo-
ration diameter, and~4! near 3000 Hz, the model and the
measurements have similar local magnitude maxima which
decreases as perforation diameter increases. The similarity
between the measuredZTM

perf and the modelẐTM
perf shows that

the model forẐperf @i.e., Eq.~4!# provides an accurate repre-
sentation of the perforation’s effects on input impedance for
the entire frequency range and span of perforation diameters.

C. Transmission loss

With values forẐTOC, Ẑperf, andẐcav, we use the model
of Fig. 1 to predict loss in sound transmission caused by
perforations. The model’s perforation-induced change in
transmission~i.e., loss!, DT̂, can be expressed as either~1!
the ratio between the volume velocity through the element
ẐSC with a normal TM and the volume velocity through the
elementẐSC with a perforated TM or~2! the ratio between
the pressure-difference transfer function@i.e., Eq.~2!# across

FIG. 3. Values off @Eq. ~5!# and Ẑperf @Eq. ~4!#. The
parameterd is perforation diameter.

FIG. 4. Comparisons of the measured impedance at the TMZTM
perf to the model prediction of impedance at the TMẐTM

perf for six perforation diameters. Upper
panel: Magnitudes. Lower panel: Angles. Note: The ‘‘normal’’~no perforation! condition is not shown as the model is identical to the measurements by
definition.
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the TM with a normal TM and the pressure-difference trans-
fer function across the TM with a perforated TM: the two are
identical because the only mechanism for perforation-
induced change in the model is via the pressure difference
across the TM,

DT̂[model transmission loss

[
ÛS

norm

ÛS
perf [

ĤDTM
norm

ĤDTM
perf [11

ẐcaviẐTOC

Ẑperf

, ~6!

where the loss magnitude in dB equals 203 log10(uDT̂u). Su-
perimposed plots of the experimentally measured losses@i.e.,
perforation-induced changes in both stapes velocity and the
pressure-difference transfer function~Vosset al., 2001d, Fig.
3 ratio of perforated to normal!# and the model loss@DT̂, Eq.
~6!# for the example ear can be compared in Fig. 5. Differ-
ences between the two measured losses are the measured loss
in HTOC, which is much less than the total loss for many
conditions.

From Fig. 5 it is clear that the characteristics of the
experimental data are present in the model:~1! At the lowest
frequency, the loss magnitudes are greatest and they decrease
with increasing frequency at about 40 dB/decade,~2! the
magnitude of the loss at the lowest frequency increases with
increasing perforation diameter,~3! small increases~negative
loss magnitudes! in transmission occur around 1000 Hz, and
~4! loss magnitudes in the 3000–4000 Hz region increase
with perforation diameter. The lower plots~Fig. 5! show the
angles of the model and measured losses. Again, many fea-
tures of the measurements are seen in the model’s behavior:
~1! For low frequencies, the angle difference is negative~be-
tween20.25 and20.50 cycles! and relatively flat; thus, the
perforations introduces a lag in the transmission.~2! The
low-frequency angle becomes more negative as perforation
diameter increases, and~3! the angle difference increases
toward zero above 1000 Hz and decreases again around 4000
Hz. The model’s prediction of transmission loss is not lim-
ited by the mechanical artifact, soDT̂ can be predicted for

the lowest frequencies. For the larger perforations, the model
predicts loss that exceeds 50 dB at the lower frequencies.

In summary, the model of Fig. 1 represents changes in
sound transmission with perforations quite accurately and
provides predictions beyond the range of the measurements.
The results demonstrate that the model of Fig. 1 is a useful
representation of sound transmission with perforations.

IV. APPLICATIONS OF THE MODEL TO PREDICTION
OF HEARING LOSS

A. Goal

As discussed in the companion paper~Voss et al.,
2001d!, a theory for middle-ear function with perforations
can help physicians~1! determine whether a specific hearing
loss results only from a perforation or whether other middle-
ear pathology should be expected and~2! understand why
similar-appearing perforations often result in different hear-
ing losses. This section describes the model’s prediction for
transmission dependence on frequency, middle-ear cavity
volume, and perforation diameter.

B. Dependence on middle-ear cavity volume

The impedance of the middle-ear cavity is an important
part of the model for the perforated middle ear. A problem in
applying this model of cadaver ears to live ears results from
differences between the middle-ear cavities of cadaver and
live ears. The measurements~Vosset al., 2001d! were made
on ears with middle-ear cavity volumes that were smaller
than normal, because it is not possible to retain the entire
mastoid cavity when the ear is removed from the cadaver.
~The middle-ear cavity volume is the sum of the tympanic-
cavity volume and the mastoid cavity volume. The tympanic-
cavity volume, which is typically about 1 cm3 and shows
little inter-ear variation, is not affected by the removal pro-
cess.! The volume of the middle-ear space inferred from
acoustic measurements in the cadaver ears ranged from 1.5
to 3.5 cm3, whereas volumes in normal ears range from 2 to

FIG. 5. Model and measurements of perforation-induced loss in transmission. The model~solid lines! is from Eq.~6! with the magnitude expressed in dB as
20 log10uDT̂u. Measurements from Vosset al. ~2001d! are changes from normal in both stapes velocityDVS /PTM ~thin dashed lines! and pressure difference
across the TMDHDTM ~thick dashed lines!. Each column corresponds to the indicated perforation diameter. For perforations greater than 1 mm in diameter,
the magnitude of the model simplification given by Eq.~12! is indicated by a dotted line which is hard to see in the larger perforations because it is obscured
by the ‘‘model’’. Upper panel: Magnitudes. Lower panel: Angles.
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22 cm3 ~Molvaeret al., 1978!. To represent the effects of the
smaller-than-normal middle-ear cavity volumes, we intro-
duce a structure-based four-element acoustic model for the
middle-ear cavity in which the mastoid-cavity volume is a
parameter~Voss et al., 2000b!. Ẑcav ~in Fig. 1! is then the
structure-based~SB! cavity impedanceẐcav

SB with a variable
mastoid-cavity volume, i.e.,

Ẑcav[structure-based model[Ẑcav
SB . ~7!

Figure 6 shows how variation in mastoid-cavity volume
affects the model prediction for transmission lossDT̂. For
low frequencies, loss decreases as the mastoid volume in-
creases. Variations of more than 20 dB occur inuDT̂u when
the mastoid-cavity volume is varied across the range of vol-
umes found in normal ears~Molvaeret al., 1978!. Addition-
ally, the frequency where the loss is a minimum~peak in Fig.
6! decreases as volume increases. These model results illus-
trate that identical perforations may not lead to similar hear-
ing loss; the middle-ear cavity’s mastoid volume plays an
important role in determining hearing loss.

C. Low-frequency loss: Dependence on structure

At the lowest frequencies, Eq.~6! for DT̂ can be simpli-
fied to an analytic expression that describes howDT̂ depends
on structure at low frequencies. At frequencies whereuẐcavu
!uẐTOCu ~f ,1000 Hz as in Fig. 2!, Eq. ~6! can be approxi-
mated as

DT̂'11
Ẑcav

Ẑperf

. ~8!

Additionally, at the lowest frequencies,Ẑcav is compliance
dominated so that the structure-based cavity impedanceẐcav

SB

can be approximated as

Ẑcav
SB'

rc2

j 2p f V
, f , f c , ~9!

whereV is the total volume of the middle-ear cavity~the sum
of the mastoid-cavity and tympanic-cavity volumes! and f c

is a frequency limit above whichẐcav
SB cannot be approxi-

mated by a compliance. The frequencyf c depends onV. As
discussed in Vosset al. ~2000b!, the tympanic-cavity volume
does not vary much from about 1 cm3 across all ears, but the
mastoid-cavity volume shows substantial variation~i.e., an

order of magnitude!. Because of the acoustic interaction of
the two volumes~i.e., the tympanic-cavity volume and the
mastoid-cavity volume!, f c decreases asV increases. For
mastoid-cavity volume Va such that Va,2 cm3, f c

'1000 Hz; for Va56 cm3, f c'500 Hz; and for Va

512 cm3, f c'250 Hz. @See Fig. 13 of Vosset al. ~2000b!
for the specific dependence ofẐcav

SB on mastoid-cavity vol-
ume.#

For the larger perforations~i.e., d.1 mm! Ẑperf is mass
dominated~Fig. 3! so that

Ẑperf' j 2p f M̂perf, d.1 mm ~10!

and

M̂perf'
4r

pd2

8d

3p
1.2, ~11!

where the term (t1d) from Eq. ~4! is approximated byd
58d/3p @sinced@t#, and the termf in Eq. ~4! is approxi-
mated by the constant 1.2.@The term f—defined in Eq.
~5!—is frequency dependent. As either perforation diameter
or frequency increases,ufu→1 and/f→0.25 cycles~Fig. 3!.
We have approximatedufu by 1.2, as 1.2 is a middle value of
the total range thatufu covers for the frequencies and perfo-
ration diameters of interest.#

Substitution of Eq.~9! and~10! into Eq. ~8! leads to the
approximation

DT̂'12
ad

f 2V
, f , f c , ~12!

wherea52.33106 cm3/mm s2, diameterd has units mm and
d.1 mm, middle-ear cavity volumeV has units cm3, and
frequencyf has units Hz with Eq.~12! valid for frequencies
whereẐcav is compliance dominated~i.e., f , f c!. The mag-
nitude uDT̂u predicted with the approximation of Eq.~12! is
plotted in Fig. 5 for perforations with diameters greater than
1 mm, and differences between this approximation anduDT̂u
from the complete model of Eq.~6! are minimal. Thus, Eq.
~12! approximatesDT̂ @Eq. ~6!# for frequencies below 500
Hz ~with total cavity volumeV of about 2 cm3! and perfora-
tion diameters greater than 1 mm.

The accuracy of Eq.~12! in predicting the measured loss
can be tested with data reported in the companion paper
~Vosset al., 2001d!. Figure 7 shows results for a frequency
of 680 Hz, which is below thef c51000 Hz appropriate for

FIG. 6. Model calculations forDT̂ with variation of
mastoid-cavity volume~1, 6, and 12 cm3! and perfora-
tion diameter~1, 2, and 4 mm!. The calculations use
Fig. 1 with ẐTOC calculated by Eq.~3! from measure-
ments on ‘‘Bone 24L’’, Ẑperf from Eq. ~4!, and Ẑcav

[Ẑcav
SB with Ẑcav

SB from Voss et al. ~2000a! with the
mastoid-cavity volume having one of three indicated
values. See Vosset al. ~2000b, Fig. 12 and Table I! for
details of the calculation ofẐcav

SB ; all element values
were held constant except for the mastoid-cavity vol-
umeVa . At frequencies above 2000 Hz, the curves for
6 and 12 cm3 are essentially indistinguishable.
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the volumes of the modified cadaver ears~range of 1.3 to 1.7
cm3!. The plot indicates that the approximate expression is
consistent with the large trend in the measurements. The
largest deviations from perfect prediction~the line in Fig. 7!
are about 10 dB and the root-mean square error between
predicted and measured is 5.9 dB. The errors for cases of
small perforation are similar to those with larger perfora-
tions; an explanation for this is that for the frequency illus-
trated~680 Hz! the model for the perforation impedance~see
Fig. 3! roughly satisfies the mass-like assumption of the ap-
proximation for all perforations larger than 0.4 mm in diam-
eter. Figure 7 supports the use of Eq.~12! to estimate trans-
mission loss, although it does not test the dependence of the
loss on middle-ear volume, as the volumes in these ears are
all within 60.2 cm3 of 1.5 cm3.

The approximation@Eq. ~12!# may be useful clinically to
estimate the effects of an existing perforation on hearing
loss. Middle-ear cavity volume could be estimated via low-
frequency impedance measurements, which will also deter-
mine the frequency range in which the approximation is ex-
pected to be accurate. For a particular ear, estimation of
hearing loss caused by the perforation should allow clini-
cians to estimate the loss caused by other pathologies.

D. Future clinical studies of hearing with perforations

The theory presented here, coupled with the companion
paper~Vosset al., 2001d!, provide a basis for future clinical
studies of hearing with perforations. In particular, this work
identifies the middle-ear cavity volume as an important vari-
able in hearing with perforations. In future studies, the
middle-ear cavity volume can be estimated via either low-
frequency impedance measurements or CT scans~or a com-
bination of the two!. Additionally, future studies that rely on
audiometrically measured hearing levels should include mea-
surements of the sound pressure levels generated by the ear-
phone in the ear canal, as recent measurements have shown
that ears with lower-than-normal input impedances can re-

duce the ear-canal sound pressure relative to that produced in
the ear canal of an ear with a normal input impedance~Voss
et al., 2000a,e!.

V. CONCLUSIONS

A simple model for sound transmission with perforations
in the tympanic membrane is tested. The perforation is rep-
resented by an impedance, which depends on frequency and
perforation diameter, and is between the ear canal and the
middle-ear cavity. The model’s predictions for the input im-
pedance of the middle ear and the transmission loss to the
cochlea are similar to measurements of these quantities~Voss
et al., 2001d!. Modification of the model to allow middle-ear
cavity volume to be a parameter predicts that variations in
middle-ear cavity volume can result in variations in hearing
loss of up to 20 dB. Simplification of the model to a
structure-based expression for low frequencies and perfora-
tion diameters greater than 1 mm should be useful to clini-
cians in relating hearing losses with perforation size, fre-
quency, and cavity volume.
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1To see how Vosset al. ~2001d, Fig. 4! support the statement thatẐTOC is
not ~much! affected by perforations, consider the transfer admittance of the
two-port network of Fig. 1:

ĜTOC[
ÛS

P̂TM2 P̂cav

5
âV̂S

P̂TM2 P̂cav

5âĤTOC, ~13!

where the model’s stapes volume velocityÛS is related to the model’s
stapes velocityV̂S via â, which might depend on both frequency and per-
foration characteristics. The companion paper~Voss et al., 2001d! dis-
cusses measurements of the transfer functionHTOC5VS /(PTM2Pcav),
which in the model isĜTOC/â. The measurements show thatHTOC is not a
strong function of TM state. Specifically, measurements ofuHTOCu with
perforations that cover up to 25% of the TM are within 5 dB ofuHTOCu
measured with a normal TM; also, measurements show that changes from
normal in /HTOC are generally less than 0.05 cycles. Measurements also
support the assumption thatâ does not depend strongly on TM state. Spe-
cifically, velocity measurements made at several locations on the stapes’
suprastructure show that character of the stapes motion is not affected by
perforations; the stapes primarily translates in one direction for both normal
and perforated TMs up to at least 2000 Hz~e.g., Vosset al., 2000b, 2001d;
Voss, 1998!. This experimental finding supports the assumption thatâ does
not depend on the state of the TM. In summary, our model assumption that
ẐTOC is independent of the state of the TM is supported through measure-
ments that show~1! HTOC does not depend strongly on perforation state and
~2! the mode of stapes motion is not affected by perforations.

2The two relevant velocities were estimated from measurements:~1! the TM
velocity VTM and~2! the particle velocity of air flowing through the perfo-
ration ~Vperf!;

VTM5
PTM

ZTM ATM
, ~14!

FIG. 7. A scatter plot of the measured perforation-induced transmission loss
from the companion paper~Vosset al., 2001d! vs the model-based approxi-
mation @Eq. ~12!# at 680 Hz. The line indicatesy5x. The plotted points
correspond to all the measurements in which transmission loss at 680 Hz
was accurately determined and the impedance measurements existed. The
data include 26 perforations in 7 ears.
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whereATM570 mm2 is the TM area~Wever and Lawrence, 1954!, and

Vperf5
PTM2Pcav

ZperfAperf
, ~15!

where Aperf is the measured cross-sectional area of the perforation. Esti-
mates of the velocity magnitudesuVTMu anduVperfu from one of our ears are
plotted in Fig. 4–5 of Voss~1998!. We note that for perforation diameters
of 3.3 and 5.0 mm,uVTMu approachesuVperfu for substantial frequency
ranges above 800 Hz; however,uVTMu is generally less thanuVperfu.

3The model description ofẐperf in Voss ~1998! is not identical to that used
here; however, differences between the predictions from the two models are
negligible.
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Wideband reflectance tympanometry in chinchillas
and humansa)
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Wideband reflectance tympanometry was performed on twelve chinchillas ears. The complex input
impedance of the middle ear, multifrequency admittance tympanograms, reflectance patterns
~reflectance versus frequency!, and reflectance tympanograms~reflectance versus ear-canal air
pressure! were analyzed and compared to human data. The complex impedance of the chinchilla ear
has a lower stiffness reactance at low frequencies, a higher mass reactance at high frequencies, and
a lower resistance compared to the human. Multifrequency admittance tympanograms from
chinchillas follow the same sequence of patterns as humans for low frequencies~,2 kHz!. At higher
frequencies tympanograms from both species are poorly organized and do not follow a consistent
sequence of patterns. Reflectance patterns of chinchillas and humans are different. However, both
species show high reflectance at low frequencies, regions of lower reflectance in mid-frequencies
~2–6 kHz!, and high reflectance at high frequencies~.8 kHz!. Reflectance tympanograms for the
two species show a single, centrally located minimum at low frequencies~,2 kHz! and are
substantially different at higher frequencies. Results are shown for two animals that underwent
eustachian tube obstruction. Reflectance patterns obtained with different ear-canal air pressures are
substantially different. Reflectance results at any single ear-canal pressure~including ambient
pressure! do not completely characterize the effects of middle-ear pathology. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1394219#

PACS numbers: 43.64.Ha, 43.80.Lb, 43.80.Qf@BLM #

I. INTRODUCTION

Tympanometry, the measurement of acoustic immittance
in the ear canal at various static air pressures, is widely used
for the clinical assessment of middle-ear function. It is com-
monly performed at a single low frequency~226 Hz!. The
test has been shown to be sensitive to a wide variety of
middle-ear pathologies.~See Margolis and Hunter, 1999 for a
discussion.! By performing the measurement over a range of
frequencies, multifrequency tympanometry~MFT! enhances
the sensitivity of the test relative to single-frequency mea-
surements.

Tympanometry is also useful for studying the effects of
experimental ear pathology in animal subjects. Using a com-
mercially produced instrument, we described tympanometric
characteristics in normal chinchillas~Margolis et al., 1995!
and in chinchillas with experimentally produced ear patholo-
gies that mimic some of the changes that occur in humans
with chronic otitis media~Margolis et al., 1998!. With the
commercial instrument that was employed, which is no
longer in production, measurements were limited to frequen-
cies at and below the resonant frequency of the chinchilla
middle ear~c. 1.2 kHz!. Above the resonant frequency, arti-
facts resulted from the instrument’s inability to follow the

large negative admittance phase angles that characterize the
chinchilla ear. In pathologic ears, it was possible to obtain
valid measurements up to 2 kHz. Above 2 kHz, the interac-
tion between the ear canal impedance and the middle ear
impedance becomes complex. In addition, the method used
to calibrate these instruments, in which calibration cavities

a!Portions of this project were presented at the 1997, 1998, and 2001 Mid-
winter Meetings of the Association for Research in Otolaryngology.

b!Author to whom correspondence should be addressed; electronic mail:
margo001@umn.edu

FIG. 1. Middle-ear impedance for chinchillas and humans. Human data are
from Margoliset al. ~1999!.
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are assumed to be pure acoustic compliances, is not valid
above 2 kHz. For these reasons, multifrequency tympanom-
etry with probe frequencies higher than 2 kHz has not been
shown to be useful for identifying middle ear pathologies.

Experimental systems have been developed that are ca-
pable of measuring impedance over a wider frequency range.
These systems are calibrated to measure the complex imped-
ance of acoustic transmission lines~Lynch et al., 1994;
Huanget al., 2000!. By modeling the ear canal as a trans-
mission line, the impedance at the tympanic membrane can
be determined over a wider frequency range compared to
clinical instruments. Using this approach we reported com-
plex wideband impedance measurements at the tympanic
membrane for normal adult humans~Margolis et al., 1999!.
In cats, the transmission-line approximation of the ear canal
yields valid estimates of the eardrum impedance up to 5 kHz
~Huanget al., 2000!. Above that frequency, errors in ear ca-

nal parameter approximations resulted in significant errors in
eardrum impedance estimates.

The energy reflectance of the ear, the ratio of the inci-
dent to reflected energy in the ear canal, can be estimated
from the same ear canal sound pressure measurements and is
less dependent on ear canal characteristics~Keefe, Ling, and
Bulen, 1992; Keefe, Bulen, Arehart, and Burns, 1993!. Keefe
et al. ~1992, 1993! reported wideband reflectance character-
istics of human subjects ranging from infants to adults. The
measurements were made at a single ear-canal air pressure
~ambient pressure!. In a subsequent paper, Keefe and Levi
introduced the concept ofreflectance tympanometry, reflec-
tance measured as a function of ear-canal air pressure and
calculated reflectance tympanograms from tympanometric
recordings obtained with a commercial instrument~Keefe
and Levi, 1996!. We used the system developed by Keefe
and colleagues~Keefe et al., 1992, 1993! to record

FIG. 2. Admittance tympanograms
from a normal adult chinchilla. Below
2 kHz, patterns are well organized and
consistent with the model of Vanhuyse
et al. ~1975!. Above 2 kHz, the pat-
terns are not predicted by the model
and do not follow an orderly sequence.
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wideband reflectance tympanograms in human ears~Marg-
olis et al., 1999!. Wideband reflectance measurements have
not been reported in chinchillas.

This study was undertaken to describe wideband reflec-
tance tympanograms and wideband impedance measure-
ments in normal chinchilla ears. The results are compared to
those of a similar study of humans~Margolis et al., 1999!
that was performed with the same equipment and procedures.
The results will provide a basis for comparison for future
studies of chinchillas with experimental ear pathology.

A widely used animal model of middle-ear disease is the
chinchilla ear after eustachian tube obstruction~ETO!
~Canafaxet al., 1989!. This model has relevance to human
middle-ear disease because ETO is thought to be the condi-
tion that triggers otitis media pathogenesis in children and
because ETO in chinchillas causes otitis media with effusion.
Some examples of effects of ETO on middle ear reflectance
are presented in this report.

II. METHODS

Adult chinchillas were anesthetized by intramuscular
ketamine hydrochloride~HCl, 40 mg/kg! and xylazene~8
mg/kg!. Measurements were made from twelve ears of six
animals.

Energy reflectance was measured by a system similar to
that described by Keefe~Keefeet al., 1992, 1993!. The mea-
surement probe consisted of a small loudspeaker and micro-
phone assembly coupled to the ear by commercial tips used
for tympanometry. The probe was inserted into the entrance
to the osseous portion of the ear canal and hand-held in that
location. The stimulus was a 40 ms, digitally synthesized
‘‘chirp’’ with a bandwidth spanning the frequency range
0.25–11.3 kHz. The system was calibrated daily in a set of
six rigidly terminated tubes with a diameter of 8.0 mm and
varying in length from 47.5 to 95.4 cm. The calibration rou-
tine calculates the source impedance and~Thevenin! source
pressure associated with the probe. The measured pressure

spectrum in the ear canal was converted into a measured
impedance~or admittance! at the probe tip, and energy re-
flectance was calculated using standard transformations of
the acoustic impedance~Keefe et al., 1992!. The ear-canal
area is needed for this transformation, and was estimated
from the size of the tip used to seal the ear canal.@For a
description of the influence of ear canal area on reflectance
measures, see Keefeet al. ~1993!, Appendix.# Twelve chirps
were delivered into the ear canal at a rate of 12.5 chirps per
second, and the acoustic pressure response to the final eight
chirps was averaged. Including processing time, a wideband
analysis was completed in approximately 1 s.

To vary the ear-canal air pressure, a microsyringe and
digital manometer were coupled to the ear-canal probe as-
sembly through a flexible tube. Air pressure was varied
manually over the range1300 daPa to2300 daPa with the
microsyringe. Measurements were made at 21 air pressures:
84 to 284 daPa in 14 daPa steps,6100, 6150, 6200, and
6300 daPa.

To study the effects of middle-ear pathology on reflec-
tance characteristics, the eustachian tubes were obstructed by
inserting silastic sponges deeply into the nasopharyngeal ori-
fices. One month after eustachian tube obstruction~ETO!,
reflectance measurements were made and the temporal bones
were harvested for histologic analysis.~See Margoliset al.,
1998 for further details.! Results from two chinchilla ears are
presented to illustrate the potential use of the technique for
studying the effects of middle-ear pathology.

III. RESULTS

A. Middle-ear impedance

Middle-ear impedance was estimated by compensating
the measured impedance for the ear-canal volume using the
formula provided by Lynchet al. ~1994!. ~See Margolis
et al., 1999 for further details.! Figure 1 shows the results for
chinchillas and for humans obtained with identical methods
~Margolis et al., 1999!. In both species, there is a relatively
large negative reactance at low frequencies. With increasing
frequency, the negative reactance approaches zero. The fre-

FIG. 3. Reflectance at ambient ear-canal air pressure for chinchillas and
humans. Human data are from Margoliset al. ~1999!. The standard error of
the mean is shown by error bars.

TABLE I. Percent occurrence of each Vanhuyse pattern at each frequency.

Freq

Pattern

1B1G 3B1G 3B3G 5B3G Irreg

250 92 0 0 0 8
500 92 0 0 0 8
561 92 0 0 0 8
630 92 0 0 0 8
707 92 0 0 0 8
794 92 0 0 0 8
891 92 0 0 0 8

1000 92 0 0 0 8
1120 75 25 0 0 0
1260 17 75 8 0 0
1410 0 67 25 8 0
1590 0 25 50 25 0
1780 0 8 17 75 0
2000 0 0 8 83 8
2245 0 0 0 50 50
2520 0 0 0 33 67
2828 0 0 8 17 75
3175 0 8 0 8 83
3564 0 0 0 0 100
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quency at which the compensated reactance is zero
(phase angle50°) is the resonant frequency of the middle
ear. Remarkably, the resonant frequency is nearly identical in
the two species~1.1 kHz!. Compared to human ears, the
reactance of the chinchilla ear is lower~less negative! at low
frequencies~,1 kHz!, higher ~more positive! in the middle
frequency region~2–6 kHz!, and lower in the high frequen-
cies~6–10 kHz!. The resistance of the chinchilla ear is sub-
stantially lower than that of the human.

B. Multifrequency tympanograms

Figure 2 shows multifrequency tympanograms for a
single chinchilla ear for frequencies 0.25–10.08 kHz. A
model described by Vanhuyseet al. ~1975! predicts a se-
quence of tympanometric patterns at increasing measurement
frequencies and has been useful for the interpretation of tym-
panometric results in normal and pathologic ears. A summary

of the model is presented in the appendix of a previous paper
~Margolis et al., 1999!. The term ‘‘irregular’’ is used in this
discussion to describe tympanometric patterns that are not
predicted by the Vanhuyse model. The patterns in Fig. 2
follow the orderly sequence predicted by the Vanhuyse
model for frequencies<3.175 kHz. Above that frequency,
the patterns are irregular and do not follow an orderly se-
quence.

Table I summarizes the proportion of Vanhuyse patterns
at each frequency. The model predicts 100% occurrence of
1B1G patterns at low frequencies with an increasing occur-
rence of more complex patterns as frequency increases. At
frequencies<1 kHz, all animals showed 1B1G patterns ex-
cept one which showed irregular patterns. As frequency in-
creases above 1 kHz, the patterns shift toward the more com-
plex patterns as the model predicts. Above 2 kHz, the
patterns become predominantly irregular with 100% irregu-
lar patterns occurring for frequencies>3.564 kHz.

FIG. 4. Reflectance patterns for hu-
mans and chinchillas. Human data are
from Margoliset al. ~1999!.
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C. Reflectance patterns

The average reflectance at ambient ear-canal air pressure
for chinchillas is shown in Fig. 3 along with similar data for
humans. The human reflectance pattern, previously described
by several investigators~Keefeet al., 1993; Margoliset al.,
1999; Stinsonet al., 1982; Voss and Allen, 1994!, is charac-
terized by high reflectance at low frequencies that decreases
to two broad minima at roughly 1 and 4 kHz, increasing to
about 8 kHz and decreasing again for higher frequencies.
The reflectance pattern from the chinchilla ear is a bit more
complex with higher reflectance in the low frequencies and
local minima at 3 and 6 kHz.

The standard error of the mean is shown as error bars in
Fig. 3. The variability for the two species is similar.

Figure 4 shows average reflectance patterns for all ear-

canal pressures for humans~top panel! and chinchillas~bot-
tom panel!. In humans, reflectance patterns are well orga-
nized with the largest changes occurring in the regions of the
1 and 4 kHz minima. At low frequencies there is an increase
in reflectance with either positive or negative ear-canal air
pressure. The minimum that occurs around 3 kHz becomes
deeper and shifts upward in frequency as the ear is pressur-
ized. In chinchillas, the patterns are not as well organized
with complex pattern changes as the ear canal is pressurized.
Like the human, there is an increase in reflectance at low
frequencies when the ear is pressurized. At high pressures the
distinct 3 kHz minimum is nearly obliterated by positive and
negative pressure. These pressure effects are illustrated in
more detail in Figs. 6–8, discussed later.

By rotating the plots in Fig. 4 reflectance tympanograms

FIG. 5. Reflectance tympanograms for
humans and chinchillas. Human data
are from Margoliset al. ~1999!.
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can be examined. These are shown in Fig. 5 for humans~top
panel! and chinchillas~bottom panel!. Reflectance tympano-
grams for adult humans~from Margolis et al., 1999!
progress through a sequence of three patterns as frequency
increases. At low frequencies they are ‘‘V’’ shaped; at inter-
mediate frequencies they form an inverted ‘‘V,’’ and at high
frequencies they are flat.

Chinchilla reflectance tympanograms progress through a
different series of shapes. At low frequencies~<1 kHz! they
are ‘‘V’’ shaped. Above that frequency a second minimum
appears giving the pattern a ‘‘W’’ appearance. As frequency
increases the second minimum becomes deeper and the ‘‘W’’
is asymmetrically positioned about 0 on the pressure axis,
shifted toward positive pressures.

Another way to visualize the effect of ear-canal air pres-
sure is to examine the reflectance relative to the reflectance at
ambient pressure. The difference functions shown in Fig. 6
illustrate that in humans the effect of pressurizing the ear
canal is an increase in reflectance for frequencies below 4
kHz and a decrease in reflectance in the 4–8 kHz region. The

largest differences occur in the 1–2 kHz region where pres-
surizing the ear produces large increases in reflectance. In
chinchillas, the effect is more complex. Pressurizing the ear
canal produces a large increase in reflectance in the 1–4 kHz
region. Above 4 kHz there is either an increase or decrease in
reflectance depending on the magnitude of the ear-canal
pressure.

To compare the effects of positive and negative ear-
canal air pressures, the reflectance was averaged for four
positive and four negative pressures~656, 6100,6200, and
6300 daPa! and expressed as a difference from the reflec-
tance at ambient pressure. The comparison is shown in Fig. 7
for humans and chinchillas. In humans~top panel!, reflec-
tance was changed similarly for negative and positive pres-
sures in the low frequencies~,1 kHz!. For higher frequen-
cies, reflectance was higher for negative than for positive
pressure, resulting in a larger pressure-related increase in re-
flectance in the 1.0–3.5 kHz region and a smaller decrease in
the 3.5–9.0 kHz region.

In chinchillas, reflectance differences for positive and
negative ear-canal air pressure was more complex~Fig. 7,
bottom panel!. Below 2 kHz, the increase in reflectance was
slightly greater for positive pressure. At higher frequencies
there was a tendency for a greater increase in reflectance for
positive pressure in the 2.8–4.5 kHz region and a greater

FIG. 6. Reflectance difference functions for humans and chinchillas show-
ing the effect of pressurizing the ear canal on reflectance. Each point is the
difference between reflectance at a given ear-canal pressure from the reflec-
tance at ambient pressure. Human data are from Margoliset al. ~1999!.

FIG. 7. Reflectance difference functions for humans and chinchillas com-
paring positive and negative ear-canal pressure. Human data are from Mar-
golis et al. ~1999!.
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decrease for positive pressure in the 4.5–8.0 kHz region.
Figure 8 shows the effect of absolute pressure magni-

tude on reflectance changes for humans~top panel! and chin-
chillas ~bottom panel!. Low pressures were656 and6100
daPa and high pressure were6200 and6300 daPa and the
reflectance is expressed as a difference from ambient pres-
sure. In humans, the effect of pressure magnitude appears
linear with high pressures producing a greater increase in
reflectance below 4 kHz and a greater decrease above 4 kHz.
In chinchilla, the effect is nonlinear with high pressure caus-
ing a greater increase in reflectance below 4 kHz. Between 4
and 6 kHz, high pressure increases reflectance while low
pressure decreases it. Above 6 kHz, there is a greater de-
crease in reflectance for low pressures than for high pres-
sures.

D. Pathologic ears

After ETO, a variety of middle-ear pathologies was ob-
served on histologic analysis. Two cases were selected to
illustrate the effects of localized lesions in the middle ear. In
the first case, after ETO there was a mass on the tympanic
membrane. In the second case there was a localized lesion at
the stapes footplate and negative middle ear pressure.

1. Case 1: Tympanic membrane mass

Figure 9 shows a transverse section through the tempo-
ral bone taken one month after ETO. There was a mass of
hemorrhagic and fibrotic material on the tympanic membrane
~arrow!. Figure 10 shows multifrequency admittance tympa-
nograms that were obtained before the surgical procedure
~left-hand panel! and one month later, immediately before
the temporal bones were harvested for histologic analysis
~right-hand panel!. Before ETO tympanometric patterns were
normal and consistent with the Vanhuyse model. One month
after the procedure, patterns were abnormal at all frequencies
and the patterns were not those predicted by the Vanhuyse
model. The notched patterns at low frequencies~<561 Hz!
are consistent with mass loading of the middle-ear system,
an effect that we observed in a previous experiment~Marg-
olis et al., 1998!.

Figure 11 shows reflectance patterns obtained before
~top panel! and after~bottom panel! ETO along with norma-
tive data averaged for all 12 ears. The post-ETO data were
obtained with an ear-canal air pressure of 84 daPa to com-
pensate for the positive middle-ear pressure that is evident on
the tympanograms. Before ETO reflectance patterns are in
the normal range~defined by the 5th–95th percentiles!. One
month after ETO, reflectance was abnormally reduced in the
low frequencies~,2 kHz! suggesting that the eardrum pa-
thology has an energy absorbing effect. It should be noted
that a decrease in reflectance does not necessarily result in
improved transmission to the cochlea. A pathologic condition
can absorb energy, decreasing the reflectance without in-
creasing sound transmission though the middle ear.

Figure 12 shows reflectance tympanograms obtained one
month after ETO. The patterns were abnormal at all frequen-

FIG. 8. Reflectance difference functions for chinchillas comparing low pres-
sure ~2100 to 1100 daPa! with high pressure~6100 and6200 daPa!.
Above 4 kHz, low pressure decreases reflectance and high pressure in-
creases reflectance.

FIG. 9. Transverse section through the middle ear of a chinchilla one month
after eustachian tube obstruction. There was a mass of hemorrhagic and
fibrotic material on the tympanic membrane~arrow!. TM5tympanic
membrane; M5malleus; SC5stapes crura; C5cochlea.
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cies and did not follow the orderly sequence seen in normal
ears~compare to Fig. 5, bottom panel!.

2. Case 2: Stapes adhesion with negative middle-ear
pressure

Figure 13 shows a transverse section through the tempo-
ral bone of another animal taken one month after ETO. There
was blood surrounding the stapes~arrows! with an otherwise
normal middle ear.

Figure 14 shows multifrequency tympanograms ob-
tained before and after ETO. Before ETO the patterns are
normal and consistent with the Vanhuyse model. The peaks
are shifted in the negative pressure direction indicating a
slight negative middle-ear pressure, a normal physiologic
condition. After ETO the patterns are similar to the pre-ETO
data except at the high frequencies where they become ir-
regular~non-Vanhuyse!. The peak that occurs at all frequen-
cies at 0 daPa~arrow on 1000 Hz tympanogram! is probably
an artifact.

Figure 15 shows pre-ETO and post-ETO reflectance pat-
terns for two pressure conditions, ambient ear-canal pressure
@panels~a! and~c!# and at pressures that compensate for the
middle-ear pressure that was estimated from the tympano-
grams, 2100 daPa for the pre-ETO condition and2150
daPa for the post-ETO condition@panels~b! and ~d!#. At

ambient pressure reflectance for both the pre- and post-ETO
condition was high for low frequencies~,1 kHz!, with a
narrow minimum just above 2 kHz, and within the normal
range for higher frequencies. When the middle-ear pressure
was compensated, the pre- and post-ETO patterns were very
different indicating a significant effect of ETO. This suggests
that an ambient pressure measurement does not always char-
acterize the reflectance under other pressure conditions and
may not reflect pathological changes.

Figure 16 shows post-ETO reflectance tympanograms.
The patterns are similar to the normal patterns shown in Fig.
5 ~bottom panel!, except that they are shifted toward nega-
tive pressures indicating negative middle-ear pressure.

IV. DISCUSSION

A. Middle-ear impedance: Species difference

The impedance differences between humans and chin-
chillas are likely the result of anatomical differences, notably
in the thickness of the tympanic membrane, the mass of the
ossicles, and the volume of the middle ear and mastoid air
spaces. The thickness of the chinchilla eardrum ranges from
18 to 30mm in various locations of the pars tensa~Hsuet al.,
2000!. The human eardrum thickness, which varies over a
wider range than chinchillas, is 30–500mm thick ~Ruah

FIG. 10. Admittance tympanograms from an adult chinchilla before and one month after eustachian tube obstruction~ETO!. Before ETO the patterns are
normal and consistent with the Vanhuyse model. After ETO, the patterns are more complex. The notched patterns at low frequencies are consistent with mass
loading of the middle ear.
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et al., 1991!. The thicker human eardrum probably accounts
for much of the difference in reactance, particularly at low
frequencies where the stiffness of the eardrum dominates the
impedance. The greater mass of the human ossicles partially
offsets the greater thickness, probably accounting for the
nearly identical resonant frequency. The smaller mastoid vol-
ume of the chinchilla adds stiffness to the eardrum imped-
ance, offsetting some of the effect of the thinner eardrum.

FIG. 11. Reflectance patterns for a chinchilla before~a! and after~b! eusta-
chian tube obstruction~bold lines!. Dashed lines show means and 90%
ranges for normal adult chinchillas.

FIG. 12. Reflectance tympanograms
from a chinchilla one month after eus-
tachian tube obstruction. The patterns
are abnormal ~compare to Fig. 5,
lower panel! and about the same at all
frequencies.

FIG. 13. Transverse section through the middle ear of a chinchilla one
month after eustachian tube obstruction. There was blood surrounding the
stapes ~arrows!. TM5tympanic membrane, M5malleus; I5incus; F
5facial nerve; SC5stapes crura; SF5stapes footplate; ST5stapedius
tendon; C5cochlea.
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B. Multifrequency tympanograms

The multifrequency tympanograms of normal adult
chinchillas are predicted well by the Vanhuyse model for
frequencies<2 kHz but not for higher frequencies. At the
resonant frequency and below, the patterns are similar to
those reported in our earlier study that used a commercial
instrument~Margolis et al., 1995!. The resonant frequency
can be identified by the frequency at which the susceptance
notch crosses the tail value or the frequency at which the
input reactance to the middle ear is zero~Fig. 1!. ~See Mar-
golis and Hunter, 2000 for a discussion.! For frequencies
between the resonant frequency and 2 kHz the patterns ob-
tained with the wideband reflectance system show orderly
patterns, in contrast to the artifactual results obtained with
the commercial system used in our previous study~Margolis
et al., 1995!.

A comparison of Vanhuyse patterns for chinchillas and
adult humans~from Margolis et al., 1999! is shown in Fig.
17. These data were obtained by assigning a value of one to
four to the four Vanhuyse patterns and averaging the values.
Single-peaked susceptance and conductance tympanograms
~1B1G! are assigned a value of one; the most complex pat-

FIG. 14. Admittance tympanograms for a chinchilla before and one month after eustachian tube obstruction~ETO!. Except for the artifact that occurred at
about 0 daPa~arrow! post-ETO tympanograms were essentially identical to pre-ETO tympanograms.

FIG. 15. Reflectance patterns for a chinchilla before and after eustachian
tube obstruction~bold lines!. Dashed lines show means and 90% ranges for
normal adult chinchillas at the indicated ear canal pressure.~a! and ~c!
Reflectance at ambient ear-canal pressure is shown.~b! and~d! Reflectance
patterns at the ear-canal pressure set to compensate for middle-ear pressure
are shown.
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tern ~5B3G! is assigned a value of four. While both species
progress through the patterns in the manner predicted by the
model, there are differences in the form of the progression.
Tympanograms from chinchillas remain single peaked
~1B1G! over a wider frequency range at low frequencies and
show a higher proportion of more complex patterns at higher
frequencies.

Above 2 kHz, the tympanometric patterns were poorly
organized and not consistent with the Vanhuyse model. Simi-
lar results were obtained from adult human ears~Margolis
et al., 1999!. It is possible that this disorganized behavior
results from the fact that the reactance and resistance are near
zero in this frequency region so that small changes result in
large fluctuations in conductance and susceptance. Like the
human, chinchilla MFT patterns for frequencies above 2 kHz
probably are not useful for characterizing normal or patho-
logic middle-ear conditions.

C. Reflectance patterns

Reflectance patterns from chinchillas~Figs. 3 and 4! are
different from those of adult humans and not as well orga-
nized. However, like the human, they are characterized by
nearly complete reflectance at low frequencies which prob-
ably limits hearing sensitivity in that region. The effect of air
pressure on reflectance patterns is complex. As shown in
Figs. 6–8, in both humans and chinchillas there is a fre-
quency region in which reflectance is systematically in-
creased by air pressure, with positive and negative pressure
affecting reflectance similarly.

To the extent that air pressure can be considered a patho-
logic condition of the ear, the data in Fig. 6 suggest that in
both humans and chinchillas there is an optimal frequency
region for detecting that condition from reflectance measure-
ments, 1–2 kHz for humans and a narrower region around 2
kHz for chinchillas. If other pathologies produce similar ef-
fects, an efficient test may be a single-frequency reflectance
measurement at 2 kHz. This could be accomplished very

quickly providing a test that could be performed on difficult
to test patients like infants and young children. The two pa-
thologies reported here would be effectively detected by re-
flectance at 2 kHz if the measurement was made at an ear-
canal pressure that compensates for the nonzero middle-ear
pressure@Figs. 11~b! and 15~d!#.

FIG. 16. Reflectance tympanograms
from a chinchilla one month after eus-
tachian tube obstruction. Except for a
shift toward negative pressure the pat-
terns are similar to those of normal
chinchillas. Compare to Fig. 5, bottom
panel.

FIG. 17. ‘‘Average’’ Vanhuyse patterns for humans and chinchillas. The four
Vanhuyse patterns were given values of 1–4 and averaged at each fre-
quency. The most striking difference is the larger average values at frequen-
cies above 1500 Hz indicating that there is a higher prevalence of more
complex patterns at higher frequencies, suggesting a more mass dominated
ear.
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D. Possible clinical applications

The cases shown by Figs. 9–16 suggest some possible
clinical applications for wideband reflectance/impedance
measurements. There are many ways to examine the data,
e.g., admittance tympanometry, reflectance patterns, reflec-
tance tympanograms. The challenge is to determine the op-
timal method for distinguishing between normal and patho-
logic conditions. A test that does not require manipulation of
the ear-canal air pressure would provide significant advan-
tages over currently used tympanometric methods. The ro-
bust effect of ear-canal air pressure in the 1–2 kHz region of
both humans and chinchillas~Fig. 6! suggests an interesting
possibility that a single-frequency reflectance measurement
may be sensitive to middle-ear pathology. On the other hand,
the large differences in reflectance patterns shown in Fig. 15
@~b! and ~d!# suggest that measurements at any single ear-
canal air pressure do not completely characterize the reflec-
tance characteristics of an ear. Impedance measurements did
not become a clinically useful tool until the ear-canal air
pressure dimension was added—tympanometry. It remains to
be seen if wideband reflectance measurements made at am-
bient ear-canal pressure can improve on the efficiency and
accuracy of our clinical tests.

V. SUMMARY AND CONCLUSIONS

Wideband reflectance measurements are described for
normal adult chinchillas and compared to similar data from
humans. Species differences include the following. Com-
pared to the adult human

~1! the chinchilla ear impedance has a lower stiffness reac-
tance at low frequencies, a higher mass reactance at high
frequencies, and a lower acoustic resistance;

~2! admittance tympanograms from chinchillas are similarly
well organized at low frequencies~,2 kHz! and become
progressively disorganized at higher frequencies;

~3! reflectance patterns~reflectance versus frequency! of
chinchilla ears show similarly high reflectance at low
frequencies and are somewhat less organized at higher
frequencies;

~4! reflectance tympanograms of chinchillas progress
through a different sequence of patterns as frequency is
increased;

~5! the chinchilla reflectance shows a similar robust effect of
ear-canal pressure at 2 kHz where there is a large in-
crease in reflectance;

~6! there is a similar complex effect of middle-ear pathology
on reflectance patterns obtained at different ear-canal
pressures, suggesting that measurements at a single pres-
sure do not completely characterize the reflectance re-
sponse of an ear.
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Maturation of the human cochlear amplifier: Distortion product
otoacoustic emission suppression tuning curves recorded
at low and high primary tone levels
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The cochlear amplifier shows level-dependent function and works optimally at low levels. For this
reason, manipulation of stimulus level is a route through which the human cochlear amplifier can be
investigated in a noninvasive manner. Distortion product otoacoustic emissions~DPOAEs! evoked
as a function of stimulus level provide a tool for exploration of human cochlear amplifier function
and, when applied to neonates, for investigation of cochlear maturation. The current experiment
generated 2f 12 f 2 DPOAE ipsilateral suppression tuning curves~STCs! at three primary tone
levels and fivef 2 frequencies in a large group of premature and term neonates and adults. The
differences between tuning generated with low- and high-level primary tones was measured to
provide a gross estimate of the ‘‘tuning enhancement effect’’ attributed to the cochlear amplifier.
Other features of the DPOAE suppression tuning curves were measured as well. Consistent with
previous reports, at 1500 and 6000 Hz, STCs were narrower, with a steeper slope on the
low-frequency flank of the tuning curve in premature neonates versus adults. Additionally, only
DPOAE STCs from adults and term neonates became markedly broader and more shallow when
recorded with high-level primary tones. It has been hypothesized that the excessive narrowness of
suppression tuning and the absence of a level effect on DPOAE STCs recorded in premature
neonates reflects a subtle immaturity in cochlear amplifier function just prior to term birth. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1388018#

PACS numbers: 43.64.Jb, 43.64.Kc@BLM #

I. INTRODUCTION

In the last 30 years our understanding of cochlear func-
tion has changed rather drastically. It is now accepted that
the cochlea does not work in a passive manner, as a simple
receptor of acoustic energy. Rather, the cochlea is thought to
include an active component that mechanically augments
motion of the basilar membrane around the region of maxi-
mum displacement. This activity is the motility of the outer
hair cells. The physical augmentation of membrane motion
enhances frequency resolution and auditory sensitivity~Dal-
los, 1992; Neely and Kim, 1986!. It is not clear when the
human cochlea becomes fully active and mature in its ability
to enhance audition. This issue of human cochlear matura-
tion has most recently been studied using otoacoustic emis-
sions ~Abdala et al., 1996; Abdala, 1998; Abdala, 2000;
Brownet al., 1995; Popelkaet al., 1995; Lasky, 1998!. Otoa-
coustic emissions are considered to be by-products of the
cochlear amplification process and thus appear to reflect
outer hair cell and cochlear integrity in a noninvasive man-
ner.

One way to study cochlear amplifier function and matu-
ration of cochlear amplifier function in humans is to manipu-
late stimulus level while evoking otoacoustic emissions
~OAEs!. The ‘‘cochlear amplifier’’ saturates at moderate-to-
high levels and ceases to enhance sensitivity and frequency
resolution. It is most effective at low levels~Dallos, 1992!.

Therefore by generating OAEs at various stimulus levels,
and observing changes in the response as a function of level,
we may be able to define the boundaries and characteristics
of the cochlear amplifier. That is, we may be able to estimate
the ‘‘gain’’ in sensitivity and the magnitude of ‘‘tuning en-
hancement’’ provided by the amplifier.

The distortion product OAE~DPOAE! growth function
has provided an effective index of cochlear amplifier gain in
laboratory animals. The growth function is a graph of
DPOAE amplitude as a function of primary tone level and
has been recorded in several species including rodents and
rabbit ~Brown et al., 1989; Mills and Rubel, 1996; White-
head, 1992a, b!. In small mammals, the DPOAEs generated
with low-level stimuli reflect cochlear amplifier function;
when the cochlear amplifier is disabled by ototoxins such as
loop diuretics or aminoglycocides, these low-level DPOAEs
are eliminated. In contrast, DPOAEs generated with high-
level stimuli remain largely unchanged when ototoxins are
introduced ~Whitehead, 1992a, b; Mills and Rubel, 1996;
Brown et al., 1989!. Thus distortion generated with low-
level primary tones is thought to reflect active cochlear mo-
tion and distortion generated with high-level primary tones is
thought to reflect primarily passive cochlear motion. A pla-
teau, or a deep notch in the DPOAE growth function typi-
cally separates these two modalities of distortion and repre-
sents the general range of levels at which the cochlear
amplifier saturates and the cochlea transitions from active to
primarily passive function~Whiteheadet al., 1992a, b!.

It is less clear how stimulus level influences the cochleara!Electronic mail: Cabdala@hei.org
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amplifier and DPOAEs in humans. A recent paper from our
laboratory on DPOAE growth functions in human adults and
neonates suggests that stimulus level can also be used to
define saturation characteristics of the cochlear amplifier
~Abdala, 2000!. This study showed that the human adult co-
chlea generates distortion that generally saturates around
70–73 dB sound pressure level~SPL!. Using animal results
as a model, this finding suggests that active processes do not
enhance tuning or sensitivity beyond this stimulus level. In
premature neonates, the saturation plateau occurred at el-
evated levels for high-frequency primary tones, suggesting
that the effective range of cochlear amplifier function differs
in adults and neonates.

In the current experiment, primary tone level was also
manipulated to study maturation of cochlear amplifier func-
tion; however, DPOAE suppression tuning curves~rather
than DPOAE growth functions! were recorded at three pri-
mary tone levels from adults and neonates at various matu-
rational stages to study this question. The DPOAE suppres-
sion tuning curve~STC! has been generated and measured in
laboratory animals and humans and appears to reflect fea-
tures of cochlear tuning and traveling wave motion~Abdala
et al., 1996; Frank and Kossl, 1995; Mills, 1999!. The basic
premise of the present study is that a DPOAE STC generated
with low-level primary tones reflects cochlear mechanical
function that has been enhanced by cochlear amplifier influ-
ence. In contrast, a DPOAE STC generated with high-level
primary tones will reflect primarily passive motion of the
basilar membrane due to a saturated cochlear amplifier. The
difference in suppression tuning between these two level
conditions should grossly estimate the strength of the sharp-
ening or ‘‘tuning enhancement’’ provided by the cochlear
amplifier. By studying this estimate of tuning enhancement
during development, it may be possible to make statements
about maturation of active cochlear processes in humans.

The purpose of this experiment was to determine:~1! the
extent of tuning enhancement provided by the cochlear am-
plifier and,~2! the developmental stage at which the cochlear
amplifier becomes adultlike as an effective mechanism for
tuning enhancement as measured by DPOAE suppression.

II. METHODS

A. Subjects

Thirty normal-hearing adults with a mean age of 25
years served as subjects for this study~11 male; 19 female!.
Twelve right ears and 18 left ears were tested. Adult subjects
had an audiometric air-conduction threshold of,15 dB HL
from 500 to 8000 Hz and a negative history of otologic dis-
ease. They were recruited from House Ear Institute employee
pool and were tested in a sound-treated booth in the Chil-
dren’s Auditory Research and Evaluation Center while sitting
quietly in a comfortable arm chair.

The neonatal subjects were born at Women and Chil-
dren’s Hospital, Los Angeles County1University of South-
ern California Medical Center and tested prior to discharge
in the Infant Auditory Research Laboratory, a quiet room
away from the neonatal intensive care unit~NICU! and post-
partum rooms. Three-hundred neonates~202 premature and

98 term-born! served as subjects for this study. 142 of the
neonates were female and 158 were male. 151 right ears and
149 left ears were tested. The premature subjects comprised
three groups categorized by conceptional age at test~CA!:
P1531–33 weeks; P2534–36 weeks; and P3537–41
weeks. Conceptional age is defined as gestational age at birth
plus weeks between birth and test. Average birthweight for
premature neonates was 2073 g and average 5 and 10 min
APGAR scores~indicator of neonatal health at birth! were
7.3 and 8.6, respectively~10 reflects optimal conditions!.

Term neonates were born between 37 and 41 weeks of
gestation and tested on average within 84 h of birth. Average
birthweight for term infants was 3344 g and 5 and 10 min
APGARS were 7.94 and 8.93, respectively. None of the neo-
nates included in this study had high-risk factors for hearing
loss and all of them passed a hearing screening with a click-
evoked ABR recorded at 30 dB HL.

B. Instrumentation and signal analysis

An Ariel DSP161 signal processing and acquisition
board housed within a Compaq Prolinea 590 personal com-
puter with a Pentium processor was used to generate stimuli
and acquire data. The Ariel board was connected to an Ety-
motic Research ER-10C probe system and to an analog high-
pass filter~12 dB/oct; 710 Hz high-pass cutoff!. The ER-10C
probe contains two output transducers and a low-noise mi-
crophone. The two primary tones and the suppressor tone
were generated by the DSP processor. The primary tone atf 1
was generated by one digital-to-analog converter~DAC! and
delivered via one transducer. The primary tone atf 2 and the
suppressor tone~fs! were produced by the second DAC and
output through the second transducer.

The signal at the probe microphone was high-pass fil-
tered and sampled at a rate of 50 kHz with a sweep length of
4096 samples, giving a frequency resolution of 12.2 Hz.
Twenty-five sweeps of the microphone signal were added
and comprised one block forf 253000, 6000, 9000, and
12 500 Hz. Due to elevated noise in the low-frequencies, 50
sweeps were added to make up one block at 1500 Hz.

C. Data acceptance criteria

Acceptance criteria were as follows:~1! Noise measure-
ments for three frequency bins~12.2 Hz wide! on either side
of the 2f 12 f 2 frequency had to be,0 dB SPL to assure
appropriate subject state and~2! the measured DPOAE level
must be at least 5 dB above the average noise measured in
the same six bins around the distortion product frequency to
be accepted into the grand average.

The program attempted up to six blocks of either 25 or
50 sweeps to achieve the absolute noise criteria of 0 dB SPL
and the signal-to-noise ratio of 5 dB. If both of these criteria
were not met after six attempted blocks, no data was col-
lected and the next condition was initiated. In addition,
sweeps were accepted into a block of data only when the
estimated rms level in that sweep did not exceed a user-
controlled artifact rejection threshold. This level was set for
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each subject based on observations of baseline activity level
determined early in the test session, and modified if neces-
sary during the experiment.

Intermodulation distortion produced by the recording
system at 2f 12 f 2 was measured with the probe in a Zwis-
locki coupler for all test conditions. The mean level of dis-
tortion was221 dB SPL. In no case did the level exceed
217 dB SPL. The recording system noise floor was deter-
mined using a similar method with no tones present. The
level of system noise floor ranged between222 and227 dB
SPL depending on frequency.

D. Calibration

An in situ calibration procedure was conducted on both
output transducers before each subject was tested. Tones of
fixed voltage were presented to the transducers at 250 Hz
intervals from 500 to 15 000 Hz and the resulting SPL of
these tones recorded in each ear canal. Based on this infor-
mation, an equalization of output levels was performed for
each subject to achieve target stimulus levels across test fre-
quencies.

Because the sensitivity of the ER-10C microphone de-
creases at frequencies above 10 000 Hz, it was calibrated
using the ER7-C tube microphone which has a flat frequency
response beyond 10 000 Hz. Both the ER-10C and ER7-C
probes were coupled to a 9-ft long vinyl, open-ended tube
with a 1/4 in. internal diameter. Tones of varying frequency
were delivered by one of the ER10-C transducers. The re-
sulting sound pressure level of these tones was measured by
both the ER10-C and ER7-C at the same position in the tube.
The results were compared over the test frequency range and
a 10 dB correction was introduced for frequencies from
10 000 to 12 000 Hz~approximately 5 dB/kHz!. The error in
this equalization process was62.5 dB.

It was evident prior to initiating this study that standing
waves in the ear canal could produce significant misestima-
tions of sound level arriving at the tympanic membrane and,
subsequently, at the cochlea. A preliminary effort was initi-
ated to measure the difference between levels recorded at the
entrance of the ear canal with the ER10C probe microphone
and levels recorded at the tympanic membrane with an ER-7
tube microphone in a small group of adult subjects. The ob-
jective of this measurement was to derive an accurate correc-
tion template by defining the pattern of standing wave inter-
ference in your ‘‘average’’ adult ear. However, after
scrutinizing the data from eight adult subjects, it was con-
cluded that the variable manner in which standing waves
impact acoustic energy in each ear canal makes this correc-
tion nearly impossible. These data were consistent with the
reports of Siegel~1994!. Therefore DPOAE suppression tun-
ing curves were collected at 9000 and 12 500 Hz with the
understanding that results might be variable due to inaccu-
rate estimates of sound level for both primary tones arriving
at the cochlea and distortion coming from the cochlea.

E. Procedure

Adult subjects were tested in a sound-treated IAC booth
at the House Ear Institute while reading or sitting quietly.

Neonates were tested after obtaining informed consent from
one of the parents. They were tested within the hospital, in a
room away from the NICU if they were premature, or away
from the mother’s postpartum room if they were term. They
were swaddled and fed if necessary then placed in an acous-
tically treated infant isolette~Eckels ABC-100 acoustic iso-
lette!.

For the collection of DPOAE suppression tuning curves
the ratio between primary tonef 1 and f 2 was kept constant
at 1.21 and the level separation at 10 dB~L1.L2!. Five f 2
frequencies were presented: 1500, 3000, 6000, 9000, and
12 500 Hz. The low-level primary tones were presented at
55–45 dB SPL for 3000 and 6000 Hz; however, DPOAEs
evoked by these levels at 1500, 9000, and 12 500 Hz were
not easily recorded above the noise floor when suppressed by
6 dB or more. For this reason, the low-level stimulus cat-
egory for these three frequencies had to be modified to in-
clude primary tones at 65–55 dB SPL.

The high-level condition was uniform across the fivef 2
frequencies and included primary tones at 75–65 dB SPL.
Based on investigations of the human DPOAE growth func-
tion, these levels produce distortion that is just beyond the
point of response saturation for most subjects~Abdala,
2000!. Including primary tone levels higher than 75–65 dB
was not possible. Pilot work has shown that suppressor tones
.85 dB SPL are required to suppress these very high-level
emissions. We were not able to present pure tones higher
than 85 dB SPL because of concerns about patient discom-
fort. We chose primary tone level categories that could be
implemented safely and consistently across subjects and best
represent a low-level category~where the cochlear amplifier
is known to work most effectively! and a high-level category
~where the cochlear amplifier is saturated!.

Custom-designed software for the collection of DPOAE
suppression tuning curves was developed at the Children’s
Auditory Research and Evaluation Center, House Ear Insti-
tute. An unsuppressed DPOAE was initially measured for a
given f 2 frequency. A suppressor tone~fs! was then pre-
sented simultaneously with the primary tones and its level
increased in 5 dB steps over a range of intensities. 12–15
suppressor tones with frequencies ranging from one octave
below to 1/4 octave abovef 2 were presented at intervals
between 25 and 150 cents~one octave51200 cents!. To
generate isosuppression tuning curves, the fs level that
reduced DPOAE amplitude by 6 dB was determined from
the suppression growth function~DPOAE amplitude
3suppressor level! using linear interpolation and plotted as a
function of fs.

F. Data analysis

DPOAE suppression data were analyzed in the follow-
ing manner.~1! The tuning curve width was quantified with a
Q10 value. In the high-level condition, there were many
cases whereQ10 could not be calculated because there was
not a 10 dB range between the tip of the STC and the low-
frequency boundary of the tuning curve. These tuning curves
were uniformly assigned a lowQ value ~3 standard devia-
tions below the mean of that group! that would clearly de-
note their broadness.~2! Q difference score~Q DS! was cal-
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culated by subtracting theQ value in the high level condition
from Q in the low level.Q difference score estimates the
enhancement of tuning effect. In order to serve this purpose,
however, it is critical that the high-level condition actually
reflect primarily passive motion of the basilar membrane;
that is, the point of cochlear amplifier saturation must be
reached and the recorded distortion must result from prima-
rily passive cochlear motion.~3! Slope of the low- and high-
frequency sides of the tuning curve was determined as fol-
lows: a regression line was fit to all points from the tip or
center frequency of the STC to the data point representing
the lowest or highest frequency suppressor tone. If a ‘‘tail’’
was present on the low-frequency side, the regression line
was fit from the tip to the beginning of the tail portion~prior
to the flattened region!. A dB/octave slope value was deter-
mined from the regression equation.~4! Tuning curve tip
frequency/level:~a! Tip frequency refers to the suppressor
frequency at which criterion suppression was achieved with
the lowest suppressor level. It is the lowest value on the
suppression tuning curves~STCs! frequency axis;~b! tip
level refers to the level of fs at the tip frequency.~5! Sup-
pression growth slope~or rate! was measured from the sup-
pression growth function. This is a plot of DPOAE amplitude
as a function of suppressor level. The slope of suppression
growth was determined at each fs by fitting a regression line
to the linear portion of the function.

III. RESULTS

A. Suppression tuning curves

Ninety-nine suppression tuning curves~STC! were re-
corded from adult subjects. 407 tuning curves were recorded
from neonates for a total of 506 DPOAE suppression tuning
curves. The Appendix displays these 506 tuning curves at 5
f 2 frequencies for adults, term neonates, and three categories
of premature neonate. For adults~bottom row of graphs!,
STCs appear to broaden when recorded with high-level pri-
mary tones. At 1500 and 6000 Hz, the low-frequency side of
the adult STC flattens considerably when high-level versus
low-level stimuli are used. The adult low-frequency slope at
1500 Hz~high level! appears to be flat but the average slope
value is actually 21 dB/oct~low value50.82 dB/oct!. At
6000 Hz, there is more scatter, but the low-frequency side of
the STC also flattens considerably when the tuning curves
are generated with high-level primary tones. Mean low-
frequency slope at 6000 Hz~high level! is 19 dB/oct. As can
be seen from the other panels, this flattening of the low-
frequency side and related broadening of tuning curve width
at high primary tone levels was not clearly present in the
neonatal data.

It is also evident from data in the Appendix that the
intersubject variability of tuning curve shape is greatest for
f 2 frequencies of 9000 and 12 500 Hz. Neonates in the P2
age category atf 2512 500 Hz are a particularly good ex-
ample of this scatter. These twof 2 frequencies were prob-
ably maximally affected by standing wave interference in the
ear canal. Therefore the actual levels of stimuli reaching the
cochlea most likely varied considerably from subject to sub-

ject, thus accounting for the increased variability in STC
shape.

B. STC width

1. Absolute Q10 values

Level effects. Frequency3level ~532! analysis of vari-
ances~ANOVAs! were conducted separately for each age
group to investigate the effect of primary tone level on tun-
ing curve width. Adults and term neonates were the only age
groups to show a consistent level effect onQ10 ~df51; f
57.18; p50.008: df51; f 57.34; p50.0079, respectively!;
the high-level primary tones produced broader tuning curves
than the low-level primary tones for adults and term-born
neonates. Primary tone level did not significantly impact the
width of the STC in any group of premature neonates and
there were no interactions between level and frequency for
any age group. This result is shown in Fig. 1 for all age
groups. The separation between black lines and dashed gray
lines depicts the effect of primary tone level on tuning curve
width. The effect is present and consistent across frequencies
for adults and term neonates only.

Age effects. Low-Level: An initial age3frequency~535!
ANOVA for a Q10 value found age and frequency effects.
The influence of age onQ10 ~generated with low-level pri-
mary tones! was analyzed at eachf 2 frequency indepen-
dently using a Bon feroni adjustment to the significance level
~0.05/5 tests!. Post hocanalyses revealed that there were no
significant effects of age on low-levelQ10 at any of the five
f 2 frequencies.

High-Level: An initial age3frequency ANOVA forQ10
value found age and frequency effects as well as an interac-
tion between age and frequency (p50.041). When the influ-
ence of age onQ ~generated with high-level primary tones!
was evaluated independently at eachf 2 frequency, only
1500 and 6000 Hz showed age effects on tuning curve width
~df54; f 53.299; p50.01; df54; f 58.069; p50.0001, re-
spectively!. Additional age contrasts between adults and each
neonatal group at these two frequencies found that premature
neonatal groups~P1, P2, and P3! had narrower tuning curves
than adults at these two frequencies. Term neonates had nar-
rower tuning than adults at 6000 Hz, but borderline results at
1500 Hz~p50.048; alpha level set at 0.01 with Bon feroni
adjustment!. The youngest neonates in the study~P1! also
showed borderline differences with adults at 1500 Hz, most
likely due to the reduced number of subjects in the P1 age
category (n56). The meanQ10 data for high-level primary
tones are graphically presented in Fig. 2. This figure clearly
illustrates the lowerQ values~broader STC width! observed
in adult data at both 1500 and 6000 Hz.

Consistent with previous work published from our labo-
ratory, frequency effects were present for STCs generated at
both low and high primary tone levels.Q generally got
larger, indicating sharper tuning, asf 2 frequency increased.

2. Q10 difference score

The Q difference scoreis calculated by subtractingQ10
values recorded at high levels fromQ10 values recorded at
low levels. It is thought to estimate the magnitude of the
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enhancement effect the cochlear amplifier has on cochlear
tuning. However, this simplistic estimate of cochlear ampli-
fier impact on frequency resolution can only be effective if
the distortion generated with high-level primary tones re-
flects generally passive cochlear motion; that is, cochlear
motion in the absence of cochlear amplification. Given the

limited 20 dB difference between low- and high-level condi-
tions, it is likely that we are not accessing optimal cochlear
amplifier function and only observing a portion of its tuning
enhancement effect.

A Q10 difference score~Q DS! could not be calculated
for each individual subject since most participants had only
one STC recorded in either the low- or high-level primary
tone condition. Therefore theQ DS was calculated by sub-
tracting themeanhigh-level Q score for a given age group
and f 2 frequency from the mean low-levelQ score for that
same group and frequency.

Figure 3 displays meanQ DS data. There is a general
trend for Q DS to increase with age for allf 2 frequencies
except 12 500 Hz. It is largest in adults, however, meanQ
difference scores from term neonates are comparable to adult
scores at 1500, 9000, and 12 500 Hz. Two out of three of the
premature age groups had meanQ DS that fell below 0,
indicating no influence of stimulus level on tuning curve
width. The largest difference score in any of the premature
groups was below 0.5. In contrast, adults and term neonates
had meanQ difference scores that ranged from 0.5 to 1.75.
These data confirm that adults and term neonates have
broader STC width when high-level~versus low-level! pri-
mary tones are used, whereas premature neonates do not.

There also appears to be a frequency effect onQ DS.
The average amount of tuning enhancement is approximately
1.75Q units for adults at 6000 Hz and just under 0.5 at 1500
Hz. These units, although unrelated in any concrete manner
to cochlear physiology, give an indication of the impact
stimulus level ~and subsequently, cochlear amplifier func-
tion! has on tuning at these two frequencies in the mature
cochlea. At 1500 Hz there is little difference inQ between
low and high-level primary tone recordings for any age
group. It must be noted that the difference between low- and
high-level primary tones used to generate the STCs at 1500
Hz was only 10 dB~low565–55 vs high575–65 dB SPL!.
At 3000 and 6000 Hz, in contrast, the primary tone level
difference was 20 dB~low555–45 dB SPL vs high575–65
dB SPL!. This factor likely contributed to the smallerQ DS
observed at 1500 Hz. However, it can only provide a partial
explanation since there was a robust meanQ DS at 9000 Hz
and only 10 dB separates the level conditions at thisf 2
frequency as well.

Figure 4 illustrates the level effect on STC width and
shape in six individual subjects. ‘‘Upside-down’’ STCs are
plotted with the peak up to provide better comparison with
cochlear excitation patterns. The lowest frequency point on
each STC was normalized to 0 dB and all other points reflect
a shift from this value. These six subjects are among the
relatively few subjects having contributed both low- and
high-level STCs. As is evident, the adult subjects show gross
degradation of tuning, a broadened curve, and the loss of the
tuning curve tip. The term neonate shown in the left middle
panel shows loss of the tip of the STC but retains most of the
shape. Premature subjects retain both shape and tip of the
tuning curve at high levels of stimulus presentation.

FIG. 1. MeanQ10 value as a function off 2 frequency for adults, term, and
premature neonates.Q values for STCs recorded with both low-~--s--! and
high- ~--3--! level primary tones are displayed. Adults and term neonates
show a level effect and have poorer tuning with high-level primary tones.
Premature neonates do not show any level effect on DPOAE suppression
tuning.
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3. Slope

Only the low-frequency side of the STC showed signifi-
cant age effects on slope at both low and high primary-tone
levels ~df54; f 52.64; p50.0338: df54; f 54.55; p
50.0015!. When further tested at each frequency separately,
only slope for 1500 and 6000 Hz tuning curves showed sig-
nificant age effects on the low-frequency side; slope was
shallower in adults than neonates. These results are consis-
tent with theQ10 findings described in the preceding section
and suggest that age differences in STC width can be ex-
plained primarily by a shallower slope on the low-frequency
side of the tuning curve.

4. Tip frequency Õlevel

The suppressor frequency at which criterion suppression
was achieved with the lowest suppressor level formed thetip
of the STC tuning curve.Tip frequencywas always centered

around f 2 but varied with primary-tone level. Age3level
~532! ANOVAs were conducted at eachf 2 frequency sepa-
rately. The tip was lower in frequency when the STC was
generated with high-level primary tones for all age groups
and for all frequencies except 12 500 Hz. Figure 5~a! shows
an example of this level trend forf 2 of 3000 Hz.

There was an age effect only at 6000 Hz but also an
interaction between age and level;post hocanalyses showed
that at 6000 Hz the age effect was restricted to the high-level
condition; adults had a lower STC tip frequency than all
neonatal groups at 6000 Hz@Fig. 5~b!#.

The tip level is the primary tone level associated with
the suppressor frequency forming the tip of the tuning curve.
Past research has shown that STC tip level is always equal to
or near the lower-level primary tone~Harris et al., 1992;
Kummer et al., 1995!. In the present study mean tip level
was within 1.5 dB of L2 for all ages and frequencies. Tip

FIG. 2. MeanQ10 values for DPOAE STCs recorded
with high-level primary tones. There is an age effect on
tuning curve width at 1500 and 6000 Hz; premature
neonates have narrower DPOAE suppression tuning
than adults at these two frequencies.

FIG. 3. MeanQ10 difference score~low-level Q minus
high-level Q! for all age groups andf 2 frequencies.
This score is thought to provide a gross estimate of the
‘‘tuning enhancement effect’’ provided by the cochlear
amplifier. As is evident from these data,Q difference
score increases with age.
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level was analyzed separately for low- and high-level pri-
mary tone conditions with frequency3age ~535!
ANOVAs. At low primary-tone levels there was no age ef-
fect; tip level was comparable among ages. At high primary
tone levels there was an age effect on STC tip level~df54;
f 52.878; p50.0236!, but also an interaction between age
and frequency.Post hocanalyses of tip level at eachf 2
frequency separately showed that onlyf 2 frequencies of
1500, 6000, and 9000 Hz had age effects. Tip level was
generally elevated in adult subjects at these frequencies.

5. Summary of STC results
To summarize the primary results of analyses on

DPOAE STCs thus far:~1! Only adults and term neonates
show broadened tuning in the high- compared to low-level
primary tone conditions.~2! At 1500 and 6000 Hz, premature
neonates have STCs that are narrower and steeper on the
low-frequency side than adult tuning curves.~3! Neonates
have higher frequency tip than adults at 6000 Hz only.~4!
Tip level of STCs is lower for neonates~elevated for adults!
at 1500 and 6000 Hz.

FIG. 4. Suppression tuning curves from six individual subjects who had both low- and high-level data~two adults, two term, and two premature neonates!.
These suppression tuning curves are plotted with the peak up for better comparison with cochlear excitation patterns. The lowest frequency point on each
curve was normalized to 0 dB and all other points reflect a shift from this value. Neonates retain tuning curve sharpness and shape at high primary tone levels
whereas adults do not.
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C. Suppression growth rate

Suppressor frequency3age ~6–835! ANOVAs were
conducted for eachf 2 frequency separately. Although the
suppressor frequency variable could be considered a repeated
variable, it could not be treated as such because each subject
did not provide data at all suppressor frequencies. In a re-
peated measures design, any row without the full comple-
ment of data would simply be eliminated, leaving too few
observations for analysis. Therefore a factorial design
ANOVA was used. Data from low- and high-level conditions
were analyzed separately. Suppression rate varied across sup-
pressor frequency for all age groups andf 2 frequencies. This
has been shown previously and it is expected that low-
frequency side suppressors (, f 2) produce more rapid sup-
pression than high-frequency side suppressors~Abdala,
1998; Kummeret al., 1995!, thus resulting in larger slope
values.

At low-level primary tones there was an age effect for
all f 2 frequencies and an interaction between age and fre-
quency at 3000 and 6000 Hz only. At high-level primary
tones there was an age effect for allf 2 frequencies except
1500 Hz and there was an interaction between age and fre-
quency at 6000 Hz. The interactions reflect the fact that the
age effect is restricted to the low-frequency suppressors in all
instances.

Where an age effect was present~nine out of ten condi-
tions!, adults had steeper slope of suppression than neonates.

This is most clearly evident at 6000 Hz. Figure 6~a! shows
the low-level condition for anf 2 frequency of 6000 Hz. All
premature neonates~31–37 weeks conceptional age! have
been collapsed into one age group for display purposes. At
1500 Hz @Fig. 6~b!#, adults also show consistently larger
slope value, indicating more rapid growth of suppression
than either premature or term neonates.

IV. DISCUSSION

A. Absolute Q10

The absolute values ofQ10 recorded in this study are
generally in good agreement with data reported from this
laboratory in the past. Previous experiments have shown:~1!
that premature neonates have sharper, narrower tuning
curves than adults at 1500 and 6000 Hz using moderate-level
primary tones and~2! that term neonates have generally
adultlike tuning~Abdala et al., 1996; Abdala and Sininger,
1996; Abdala, 1998!. In the present study, this same age
effect was observed at 1500 and 6000 Hz. Additionally, the
most robust age differences in STC width are between adults
and premature neonates and they are most pronounced at
6000 Hz. The lack of age difference at 3000 Hz was a con-
sistent finding in previous work from our laboratory and has
been hypothesized to reflect the early maturation of this re-
gion on the basilar membrane~see Abdala, 1998!.

FIG. 5. ~a! The mean tip frequency for DPOAE STCs recorded with low-
and high-level primary tones atf 253000 Hz. High-level stimuli produced a
tuning curve tip shifted toward lower frequencies for all ages.~b! Mean tip
frequency for DPOAE STCs recorded with high-level primary tones atf 2
56000 Hz. Adults had significantly lower tip frequency than neonates at
this frequency.

FIG. 6. Suppression growth recorded as a slope value~dB/dB! at f 2 fre-
quencies of 1500 and 6000 Hz in the low-level primary tone condition.
Adults show steeper suppression growth slope than neonates for suppressor
tones lower in frequency thanf 2 ~to the left of the dashed vertical line!.
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In working with neonatal subjects born up to 9 weeks
premature, it is unreasonable to assume that maturity of the
cochlea is the only factor that contributes to age differences
in DPOAE suppression tuning. There are undoubtedly unac-
counted for variables influencing cochlear maturation and
function in these subjects. Gestational age at birth may influ-
ence cochlear function and, in turn, influence DPOAE sup-
pression results. Perhaps the earlier a baby is born, the more
likely there are medical complications and interventions that
can impact cochlear function and/or acquisition of DPOAE
data. Despite these uncontrolled variables that can cloud ex-
isting age differences, sharper DPOAE suppression tuning in
premature neonates is evidently a robust enough result that it
has been observed in two independent experiments.

These consistently observed age differences in DPOAE
suppression tuning suggest that there is something different
in the cochlear function of adults and premature neonates at
low ~1500 Hz! and high~6000 Hz! frequencies. Interestingly,
animal studies suggest that the most apical regions of the
cochlea are the last to become anatomically, and thus, func-
tionally, mature in mammals~Bredberg, 1968!. Considering
this, it would not be surprising to see some subtle, residual
immaturity of cochlear function in the lowest frequency
tested, during the first part of the third trimester~in 31–33
week old subjects!. We have hypothesized in a previous
work that the immaturity may reflect a less regulated, some-
what overactive cochlear amplifier~Abdala, 1998!. Over-
shoot of amplifier gain has been previously observed in neo-
natal gerbils and correlated with fluctuations of the
endocochlear potential during auditory maturation~Mills
et al., 1993!. Tuning may not bebetter in the immature neo-
nates tested here but simply ‘‘sloppier,’’ with less precise
boundaries of function. Evidence suggests that maturity of
the efferent system may be involved in this sequence of
maturational events~Abdalaet al., 1999!.

There may be a second mechanism contributing to the
age results at 6000 Hz because adult tuning curve width dif-
fers from all neonatal groups at this frequency. It is difficult
to account for an immaturity in cochlear physiology for
term-born neonates since studies of human cochlear anatomy
and function have generally suggested a functionally mature
cochlea by 40 weeks gestation~Abdalaet al., 1996; Abdala,
1996; Abdala, 1998; Abdala, 2000; Eggermontet al., 1996;
Brown et al., 1995; Bargones and Burns, 1988; Lavigne-
Rebillard and Pujol, 1987, 1988!. A second factor that might
contribute to the age effects observed at 6000 Hz is slight
hair cell loss in normal hearing adults. This could weaken
cochlear amplifier function and consequently broaden the
DPOAE suppression tuning curves slightly~relative to neo-
nates! but not impact the audiogram or basic speech percep-
tion. Noise exposure-related hair cell damage first occurs in
this frequency range~Clark and Bohne, 1978!. Ototoxins
commonly taken throughout life such as salicylates also se-
lectively affect the high frequencies first~Ballantyne, 1973!
and finally, most presbycusis first manifests as a sloping
high-frequency SNHL~Schukneckt and Gacek, 1993!. Thus
the age differences observed at 6000 Hz between adults and
all neonatal groups tested in this experiment may be due
partially or completely to normal progression of hair cell loss

in the adult cochlea rather than immaturity of neonatal co-
chlear function.

B. Q difference score

It was initially considered that theQ DS reflects an es-
timate of tuning enhancement effect provided by the cochlear
amplifier; however, there are some conditions required for
the difference score to serve this purpose. TheQ DS reflects
tuning enhancement only if the DPOAE STC recorded with
high level primary tones reflects a cochlear amplifier that has
saturated in its ability to sharpen cochlear tuning. In contrast,
the low-level DPOAE STC reflects tuning when the cochlear
amplifier is functional and impacting frequency resolution.

However, if any of these conditions is not met, theQ DS
cannot estimate cochlear amplifier enhancement of tuning.
This appears to have occurred with premature neonatal sub-
jects in this experiment. For premature neonates, it is not
possible to estimate the magnitude of the tuning enhance-
ment effect fromQ DS data. Results indicate that passive
cochlear function was not accessed in this age group. In pre-
mature neonates, tuning in the high-level condition was not
markedly worse than in the low-level condition. This is con-
firmed by the absence of a level effect onQ for all premature
neonates~see data presented in the Appendix and Fig. 3!. In
contrast, adults show grossly affected tuning when high-level
curves are compared to low-level curves.

Therefore although adults have a largerQ DS ~as shown
in Fig. 3!, it is inaccurate to conclude from these data that
adults have greater tuning enhancement than neonates~i.e., a
more effective amplifier!. The adults show a largerQ DS in
this experiment because their high level STC width is broad
~i.e., Q value is low!, not because their low-level tuning is
sharper. At low levels, in fact, there was no real age differ-
ence inQ between adults and neonates at anyf 2 frequency.
Therefore the actual age difference identified by using theQ
DS metric in this experiment is that adults require a different
stimulus level to ‘‘turn off’’ the cochlear amplifier than do
premature neonates.

This finding may suggest a cochlear immaturity in pre-
mature neonates that produces a nonadultlike operational
range for cochlear amplifier function. The cochlear amplifier
may function over a larger range of levels in neonates at
frequencies ranging from 1500 to 9000 Hz as shown by the
inability of our high-level primary tones to impact cochlear
amplifier function and broaden suppression tuning. A previ-
ous paper published from our laboratory is consistent with
the hypothesis that neonates may have a different range of
cochlear amplifier function~Abdala, 2000!. It is thought the
saturation plateau consistently observed in the DPOAE
growth function reflects the level at which the cochlear am-
plifier ceases to function efficiently. Our study found that
DPOAE growth functions recorded from premature neonates
shows amplitude saturation less often than adults and term
neonates. When saturation is present in the premature data, it
occurs at higher primary tone levels for 1500 and 6000 Hz
only. If the saturation plateau defines the upper limit of co-
chlear amplifier function, these results also suggest that the
amplifier works over a larger range of levels in premature
neonates than in adults.
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One additional observation aboutQ DS data is that there
is an apparent difference between the P3 premature group
~mean age at birth534 weeks! and term neonates~mean age
at birth539 weeks!. Both of these neonatal groups were
tested at 37–41 weeks conceptional age. The difference be-
tween P3 and term suggests that maturational status at testing
is not the only factor that influences DPOAE suppression;
gestational age at birth may contribute. Interestingly, al-
though both P3 and term neonates were in the same concep-
tional age category at testing, the P3 neonates were tested an
average of 2.5 weeks earlier than term babies~DPOAE STC
measured at 37.2 vs 39.8 weeks!. Therefore it is possible
that, although they fit into the same experimental age cat-
egory, maturational state of the cochlea may, in fact, be dif-
ferent in each of these neonatal groups.

C. Frequency effect

Interestingly, 1500 Hz showed the smallestQ DS for all
ages. This is a risky comparison since not allf 2 frequencies
had the same level separation between what were defined as
‘‘low-level’’ and ‘‘high-level’’ primary tones. The difference
between low and high levels was only 10 dB for 1500 Hz~20
dB for 3000 and 6000 Hz!. However, animal data have
shown that the cochlea is less active and shows less nonlin-
earity near the apical end~Cooper and Rhode, 1995; Robles
et al., 1986!. This finding is consistent with theQ difference
score~i.e., tuning enhancement provided by cochlear ampli-
fier! being minimal at the lowest frequency tested.

D. Additional indicators of age differences in cochlear
function

Two additional findings are consistent with neonate/
adult differences in cochlear function.~1! Tuning curve tip
level was consistently lower in neonates than in adults at
three f 2 frequencies. This result could be restated as adults
showing elevated tuning curve tips;~2! Neonates showed
more shallow growth of suppression than adults. Premature
neonates clearly show the most shallow growth.

Mills ~1998! found that at low primary tone levels the
difference between tip level and level at the low-frequency
‘‘shoulder’’ of the tuning curve~called ‘‘TE’’ ! roughly ap-
proximated the gain provided by the cochlear amplifier in
gerbil. Adults in this study had elevated tip levels at 1500
and 6000 Hz. An elevated tip level would effectively reduce
the TE measurement and indicate reduced cochlear amplifier
gain in these adults. This idea is consistent with the premise
that neonates may have excess cochlear amplifier influence
during a stage of ‘‘overshoot’’ and/or adults may have dimin-
ished amplifier gain due to the cumulative effects of expo-
sure to noise, ototoxins, and aging hair cell loss.

The shallow suppression growth seen in premature neo-
nates, primarily for apical suppressors, has been observed
previously~Abdala, 1998!. This effect is restricted to prema-
ture neonates; in adults, whenever the suppressor tone was
lower in frequency thanf 2, it was a very effective suppressor
and produced rapid reduction of the DPOAE amplitude. The
probable mechanism for suppression is that the apical sup-

pressor tone produces basalward spread of energy that over-
laps with the DPOAE generation site atf 2. In neonates, and
more markedly so in premature neonates, suppression of the
DPOAE was slower~for suppressor tones lower in frequency
than f 2! and required higher levels of suppressor. This may
indicate that the upward spread of masking produced by the
suppressor tone is not as pronounced in premature neonates
as suppressor level is raised. This may represent a fundamen-
tal difference in the cochlea of adults and neonates and is
consistent with the differences in tuning curve width,Q DS,
and tip level.

E. Middle ear involvement

It is difficult to ignore the fact that all of the age effects
observed could be adequately accounted for by stimulus
level differences; that is, if neonates are receiving lower
stimulus levels, tuning would be expected to be sharper and
steeper, cochlear amplifier gain greater, and the spread of
energy on the basilar membrane more restricted. The ineffi-
cient transmission of energy through the neonatal middle ear
may attenuate stimulus tones entering the cochlea in babies
~Keefeet al., 1993, 1994!. This suggests that the conductive
pathway could be involved in producing the age differences
observed in suppression tuning.

However, at least two arguments discount the middle ear
as the primary source of age differences observed in suppres-
sion tuning. The first argument is elucidated in a recent pub-
lication from the author’s laboratory~Abdala, 2000! and is
rooted in the fact that saturation threshold of the DPOAE
growth function is elevated in premature neonatesmorethan
we could expect the immature middle ear to attenuate pri-
mary tones in this population~Keefeet al., 1993, 1994!. Ad-
ditionally, it is difficult to conceive that the very lowest pri-
mary tone levels on the DPOAE growth function~30–20 dB
SPL! could evoke a response above the noise floor in hu-
mans if they were actually attenuated by 10 dB~20 dB–10
dB SPL! due to middle ear immaturity.

The second argument comes from a test using subsets of
data collected in the current experiment. Assuming that the
immature middle ear might attenuate primary tone levels in
babies by approximately 10 dB, 1500 Hz STCs generated in
adults with stimulus levels of 65–55 were compared with
STCs generated in neonates with levels of 75–65 dB SPL. If
the neonatal cochlea received these pure tones at levels
closer to 65–55 dB due to middle ear attenuation, we might
expect the resulting STCs to be more similar between adults
and neonates. However, STCs from neonates were signifi-
cantly narrower than those seen in adults at 1500 Hz, even
with this attempt to equalize primary tone levels.

Considering the above arguments, results of the present
study are most consistent with some kind of subtle immatu-
rity in cochlear function rather than simple attenuation fac-
tors stemming from inefficiency of middle ear transmission
in neonates. However, it is unwise to disregard the fact that
the adult–neonatal differences observed could be rather el-
egantly accounted for by simple level effects. At present,
however, it is not clear what the anatomical or functional
origin of these level effects might be.
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V. SUMMARY

In this study, a simple estimate of cochlear amplifier
tuning enhancement effect was applied to human adults and
neonates. The results suggest that there are some fundamen-
tal differences between suppression tuning of premature neo-
nates and adults. Term neonates, in contrast, are either adult-
like or approximate adultlike values in most ways. The
primary immaturity identified appears to involve the func-
tional range of the cochlear amplifier. Apparently, we cannot
drive the amplifier into saturation at the same stimulus levels
in adults and premature subjects. Nonadultlike responses
were also present across various indices of suppression tun-
ing ~Q10, Q difference score, tip level, and suppression
growth! and were present at low~1500 Hz! and high~6000
Hz! frequencies. It is hypothesized that the basis of these age
differences is cochlear immaturity in the youngest premature
neonates.

ACKNOWLEDGMENTS

This work was supported by research grant No. 1 R29
DC03552 from the National Institutes of Deafness and Other
Communication Disorders, National Institutes of Health and
by the House Ear Institute. The author would like to thank
Leslie Visser-Dumont and Ellen Ma for extensive data col-
lection and management.

APPENDIX

The diagrams in this Appendix show 506 DPOAE sup-
pression tuning curves recorded with high-level~black! and
low-level primary tones~gray! in 300 term and premature
neonates and 30 normal hearing adults. The tuning curves
were recorded at fivef 2 frequencies. The asterisk denotes
conceptual age.
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Cubic difference tone~CDT! otoacoustic emissions are thought to arise from the feedback loop
allowing outer hair cells to enhance the sensitivity and tuning of the organ of Corti. The existence
of residual CDTs during complete cochlear ischemia is therefore disturbing. That stimulus
intensities must exceed 50–60 dB SPL for residual CDTs to be recorded and for level notches to be
present in CDT growth functions is often cited as evidence for a two-component, ‘‘active/passive’’
model: one component, the residual one, would originate from a passive, hardly vulnerable
mechanism and thus be unsuitable for hearing screening purposes. This model was probed in gerbil
ears after complete interruption of the cochlear blood flow. Cochlear potentials and CDTs were
controlled simultaneously through continuous monitoring of CDT level and phase for 50 and 60 dB
SPL stimuli and group-delay measurements. After a clear initial decay, CDT levels elicited at 60 dB
SPL plateaued for several minutes at about 20 dB below initial level, and when early level notches
were observed, CDT phase changes remained minor. The CDT group delays decreased by less than
30%. Later CDT level notches were associated with sharp phase reversals but the similarity between
CDT characteristics before and after a notch was hardly consistent with a two-component
interpretation. When mild sound overexposure~pure tone, 90–95 dB SPL, 15–30 min! had been
performed prior to ischemia, little or no ischemic CDT came from the frequency bands where
auditory fatigue had been detected~within 1 kHz!, irrespective of the stimulus intensity. It suggests
that instead of being passive, residual ischemic CDTs were vulnerable and produced according to a
near-normal tonotopy by the same mechanisms that were sensitive to auditory fatigue. All the results
lined up with a simple feedback model of cochlear function assuming a single CDT source related
to mechano-electrical transduction in outer hair cells. More parsimonious than a two-component
model, it posits that although early stages of ischemia dramatically impair the overall performance
of the cochlea, the nonlinear mechanical stages responsible for the existence of CDTs keep working
albeit at higher intensities. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1390337#

PACS numbers: 43.64.Jb, 43.64.Kc, 43.64.Bt@BLM #

I. INTRODUCTION

The normal mechanics of the mammalian cochlea is
characterized by exquisite sensitivity and tuning~Khanna
and Leonard, 1982; Sellicket al., 1982!. Such performances
are thought to stem from the operation of a feedback loop, as
initially suggested by Gold~1948!, and to involve stimulus-
related force generation by the electromotile outer hair cells
~OHC; Brownellet al., 1985; Dallos and Evans, 1995!. The
basilar-membrane~BM! displacement is altered in such a
way that the response to the external stimulus gets enhanced
in a narrow frequency interval where the phase of the cycle-
by-cycle feedback is appropriate. The feedback is more ef-
fective at low than high stimulus intensities, so that the

growth of the BM response to sounds at increasing intensi-
ties tends to slow down in the intermediate range of 30–80
dB SPL~Patuzziet al., 1984; Yates, 1990; Ruggero, 1992!.

The feedback loop is intrinsically nonlinear~Patuzzi
et al., 1989b; Kroset al., 1992; Jaramilloet al., 1993; With-
nell and Yates, 1998!. As a direct consequence, intermodula-
tion distortion products are generated inside the cochlea
when two simultaneous pure tones, called primaries, are pre-
sented at frequenciesf 1 and f 2 ( f 2. f 1). The most promi-
nent distortion product in mammals is observed at 2f 12 f 2
and is termed cubic difference tone~CDT!. Distortion is
present in the basilar membrane movements~Robleset al.,
1991!. It is recorded as a pressure wave in scala vestibuli
~Avan et al., 1998! as well as an otoacoustic emission in the
external auditory meatus~Kim et al., 1980; review in Probst
et al., 1991!. Whenever the feedback loop is disrupted, there

a!Author to whom correspondence should be addressed; electronic mail:
paul.avan@u-clermont1.fr
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is cogent evidence that sensitivity, tuning, and compression
disappear, and so does the CDT as the nonlinearities either
vanish or are no longer fed back to BM movements. This is
why CDT measurements have become an effective clinical
tool to detect OHC dysfunction noninvasively~Kemp et al.,
1990; Probstet al., 1991; Trautweinet al., 1996!.

To make sure that CDTs provide a reliable diagnosis of
cochlear impairment, one must establish whether their char-
acteristics relate to cochlear micromechanics and how they
relate to it. This requires identifying what nonlinear process
generates a CDT and where it comes from. The latter issue
has been partly answered: when two primary tones atf 1 and
f 2 are sent to the cochlea at low or moderate intensities, i.e.,
<60 dB SPL, it is widely held that the nonlinear interaction
giving rise to the CDT at 2f 12 f 2 only involves a restricted
area of the organ of Corti, close to the place tuned tof 2
~Brown and Kemp, 1984; Martinet al., 1987; Avanet al.,
1998!. When higher primary intensities are used, the origin
of the resulting high-intensity CDTs is less clear and its re-
lation to cochlear micromechanics has been called into ques-
tion, e.g., by Millset al. ~1993! or Whiteheadet al. ~1992a,
b!. That high-intensity CDTs persist despite drastic impair-
ment of cochlear micromechanics~due to furosemide
injection—Mills and Rubel, 1994, exposure to loud sound—
Puelet al., 1995, or ischemia—Schmiedt and Adams, 1981;
Mom et al., 1997! possibly means that they are generated by
different, hardly vulnerable nonlinear processes. Besides, the
possibility that several places contribute to CDT generation
in normal cochleas is supported by evidence of a secondary
source basal tof 2 at high primary intensities~Martin et al.,
1998! and of a contribution from the place tuned to 2f 1
2 f 2 that may become dominant in certain stimulus condi-
tions ~Brown et al., 1996; Fahey and Allen, 1997; Talmadge
et al., 1999!. Although the source atf 2 normally predomi-
nates, the balance between contributions might be disrupted
in pathological cochleas and lead to unexpected CDT pat-
terns, with unconventional relations to the degree and loca-
tion of pathological processes.

The apparent robustness of high-intensity CDTs
prompted Mills to propose a simple two-component model
of CDT generation with so-called ‘‘active’’ CDTs elicited by
tones well below 60 dB SPL~‘‘active’’ with reference to the
concept of cochlear amplifier coined by Davis in 1983!, re-
flecting the vulnerable cochlear micromechanics in a re-
stricted BM region around the peak atf 2, while ‘‘passive,’’
less vulnerable CDTs would be generated basal tof 2 by
higher-intensity primaries as a reflection of cochlear macro-
mechanics. The overall ear-canal CDT would be the vector
sum of these two components and the normally negligible
passive component would be revealed by the impairment of
the active one. Clinical procedures using stimulus intensities
.60 dB SPL might lead to false results if the detected CDTs
were of basal, passive origin, in which case these procedures
should be avoided as not conservative. The two-component
models of this kind account for the observations of persistent
high-intensity CDTs for some time after certain severe co-
chlear insults: they would represent the residual passive con-
tribution. They can also explain the frequently observed
notches in CDT growth functions as resulting from the inter-

ference between the two discrete, out-of-phase contributions
when their levels happen to be similar. However, several
features of the ‘‘active’’ versus ‘‘passive’’ models are not
supported by recent experimental data. Lonsbury-Martin
et al. ~1993! have pointed out that high-intensity CDTs are
indeed sensitive to cochlear pathology so that their cochlear
origin cannot be denied. Hamerniket al. ~1996! and Traut-
wein et al. ~1996! have reported that noise-induced hearing
loss or ototoxic drugs do affect high-intensity CDTs as much
as low-intensity ones. Frolenkovet al. ~1998! have shown
that once OHC electromotility is destroyed, CDTs vanish
whatever the stimulus intensity up to 80 dB SPL. Finally, a
recent single-component mathematical model by Lukashkin
and Russell~1999! accounts for several features that at first
sight were thought to require a two-component model, nota-
bly level notches and phase reversals.

The goal of this report is to perform a thorough analysis
of CDT characteristics in the course of a complete ischemia
achieved by selective mechanical blockage of the gerbil
labyrinthine artery on one side, while the animal is kept
alive. Ischemia undoubtedly affects cochlear sensitivity, tun-
ing and compressive behavior, although CDTs persist for
some time when high-intensity primaries are used~Schmiedt
and Adams, 1981; Momet al., 1997!. Evidence for a ‘‘pas-
sive’’ origin, lack of vulnerability and basal origin of these
ischemic CDTs was sought for with the help of a generic
two-component model of CDT generation. To this aim, the
levels and phases of CDTs were repeatedly collected at vari-
ous frequencies and stimulus intensities, every few seconds
over the course of a complete ischemia, so as to build plots
of CDT levels against frequency, CDT growth functions and
CDT phase changes at a given frequencyf 2. Special atten-
tion was paid to CDT phase changes after versus before tem-
porary CDT cancellations, since a two-component model
specifically requires a half-cycle phase difference and iden-
tical levels for the two hypothetical components to cancel
each other. The round-window cochlear microphonic poten-
tial ~CM! in response to the primary tonef 1 was extracted
and monitored in parallel with the CDT. Furthermore, by
varying the ratio off 2/f 1, it was possible to derive the group
delay of CDTs following the phase-gradient procedure de-
scribed in Kimberleyet al. ~1993! and O’Mahoney and
Kemp ~1995!, thereby gaining additional information on the
cochlear-filter characteristics at the place of generation of
CDTs. Actually, early stages of ischemia may not be the best
means for affecting CDT sources because they are likely to
affect only the endocochlear dc potential through stria-
vascularis anoxia, and not directly the OHCs~Billett et al.,
1989!. Overexposure to sound was expected to be more ef-
fective at wiping out high-intensity CDTs as its target, i.e.,
OHC stereocilia bundles, present well-documented nonlin-
earities which make them good candidates as CDT sources
~Jaramillo et al., 1993; Lukashkin and Russell, 1999!. The
goal of the present work was to submit a subset of gerbils to
mild pure-tone overexposure so as to induce controlled OHC
dysfunction in a narrow interval whose characteristic fre-
quency obeyed the well-known half-octave shift law~e.g.,
Cody and Johnstone, 1981; McFadden, 1983!. Exposure
level and duration were such that CDTs remained present
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even in the frequency range of maximum fatigue. The effect
of subsequent ischemia on fatigued CDTs was compared to
that on CDTs from unexposed sites of the cochlea.

II. MATERIAL AND METHODS

The 26 Mongolian gerbils~Meriones unguiculatus,
males, 3–4 months, 55–75 g! used for this study came from
a local breeding. Their care and use complied with the rules
promulgated by the French Department of Agriculture and
the principles of the declaration of Helsinki~Grant No. EA-
2667/1999, University of Auvergne, ‘‘cochlear ischemia in
gerbils’’!.

All experiments were performed in a sound-proof booth.
We chose to perform selective unilateral cochlear ischemia
rather than sacrificing the gerbils. Although more demand-
ing, this procedure ensured that the measurements were not
influenced by middle-ear muscle rigor nor any general post-
mortem change. Ten minutes after i.p. premedication with
atropin sulfate~0.1 mg! and levomepromazin chlorhydrate~1
mg!, gerbils were anaesthetized by an i.p. injection of chloral
hydrate~480 mg/kg, renewed as needed, i.e., half-dose every
hour!. Their rectal temperature was kept at 3860.1 °C using
a thermoregulated heating blanket. They were prepared ac-
cording to a previously described protocol~Mom et al.,
1999!. Briefly, the tympanic membrane was punctured in or-
der to prevent any middle-ear pressure gradient to build up
during the experiment. The right auditory bulla was opened
dorsally and the tip of a thin flexible optic fiber probe~Per-
imed PF 418, B500-0, 0.5 mm diameter! was placed against
the bone of the first cochlear turn, in front of stria vascularis,
after gentle resection of the middle-ear mucosa. A silver-wire
electrode was placed against the round-window membrane.
Once the optic fiber and electrode were secured, the bulla
was closed with dental cement. A posterior transcranial ap-
proach allowed the eighth-nerve complex to be exposed at
the porus of the internal auditory meatus, after partial suction
of the cerebellum. One or several branches of the labyrin-
thine artery were visible at high magnification, running along
the eighth-nerve bundle. Cochlear blood flow~CBF! was
continuously monitored with a laser Doppler velocimeter
~LDV, Perimed PF 4000! connected to the optic fiber. Fi-
nally, the tapered tip of an acoustic probe containing a sen-
sitive microphone~ER10B, Etymotic Research! and two
plastic tubings connected to the outputs of two earphones
~Etymotic, ER2! were sealed in the external auditory canal of
the right ear with cyanoacrylate glue.

The tip of a fire-shaped glass pipette was blocked in the
porus of the internal auditory meatus under microscopic con-
trol. When the pressure exerted on the tip was large enough
to counteract the arterial blood pressure, a sharp decrease of
the CBF signal from the LDV was observed. For the is-
chemia to be considered as complete, the LDV signal had to
drop to a stable value, likely corresponding to residual
Doppler-shifted light diffusion from vessels in the bony laby-
rinth. It was necessary to check that this contribution re-
mained stable and did not change after the end of every
experiment, when the whole eighth-nerve bundle including
the labyrinthine artery was severed to provide a control floor
value of CBF.

A. Continuous monitoring

This procedure was performed in 12 gerbils. A
computer-controlled CubeDis system collected the CDTs
~Allen, 1990; software Cubdisp and Cubdisc v2.43, Mimosa
Acoustics!. Two calibrated isointensity primary tones at fre-
quenciesf 1 and f 2 ( f 2/f 151.20) were continuously emit-
ted in the gerbil’s right ear canal by the two ER2 earphones
~Etymotic Research! connected to the two digital-to-analog
outputs of an Ariel DSP161 board plugged in a personal
computer. The calibration procedure ensured that the primary
tones were always played at the target intensities and with
fixed phases, so that in fixed stimulus conditions, the CDT
kept a constant level and phase as long as the cochlear and
middle-ear physiologies remained stable. The analog-to-
digital input of the DSP board recorded the sound pressure
measured in the ear canal by the ER10B microphone~Ety-
motic Research!. The spectral component at 2f 12 f 2 was
extracted, and the noise floor was estimated from the mean
value of a few measurements of the acoustic signal at fre-
quencies close to 2f 12 f 2. Instrumental distortion was de-
fined as the level recorded at 2f 12 f 2 when the tip of the
probe housing the two earphones and the microphone was
placed in a 0.25 cm3 plastic cavity meant to represent a
dummy gerbil’s ear.

Initially, primary intensities were set at a common value
L, and f 2 was swept from 16 to 2 kHz~ten steps per octave,
1 s per step!. A CDT frequency profile~or DPgram! was
obtained by plotting the sound level at 2f 12 f 2 againstf 2.
DPgrams were collected withL550 dB SPL, then withL
increasing from 55 to 80 dB SPL in 5 dB steps. They served
as initial references and the next DPgrams collected at vari-
ous stages of the ongoing experiment were meant to control
the functional status of the OHCs along the organ of Corti.
The monitoring protocol itself consisted in continuously
playing the primaries with fixed frequencies (f 258 kHz)
and intensity~L560 dB SPL! so as to register the time
course of CDT level and phase~one sample every 10 s!. Our
strategy to probe the two-component model was to search for
notches in the plot of CDT level changes versus time and
check whether or not the corresponding CDT phase change
was about half a cycle: this is to be expected if the notch
were due to interference between two out-of-phase compo-
nents, when the large vulnerable one has decreased down to
the level of the small robust one just before vanishing. When
such a 180° phase change was found, the characteristics of
the residual, postnotch CDT were compared with those of the
prenotch, allegedly ‘‘active’’ CDT in order to identify pos-
sible changes to ‘‘passivity.’’

Some indirect insight into the cochlear electrochemical
gradients was useful and for this purpose, the output of the
round-window electrode was amplified~Grass P511, filter
bandwidth 0.3–30 kHz, gain35000! and sent to the input of
a lock-in amplifier~two-channel EG&G 5201, analysis time
1 s!. The sinusoidal voltage atf 1 coming from one of the
digital-to-analog outputs of the DSP board was adjusted to 1
V rms through a power amplifier and fed to the reference
input of the lock-in amplifier. In this manner, the rms value
of CM at f 1 was extracted in real time and stored in parallel
with the CDT at 2f 12 f 2.
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B. Discontinuous monitoring

Eight gerbils were submitted to discontinuous controls
following three purposes. The frequency dependence of the
effects of ischemia was checked in three ears, in which DP-
grams were collected withL560 dB SPL every minute for
30 min following CBF interruption.

In five gerbils,f 2 was fixed at 8 kHz andf 1 was swept
in such a way thatf 2/f 1 varied from 1.15 to 1.25 with a step
of approximately 0.02. The phasesf of the CDTs were un-
wrapped in order to remove one-cycle ambiguities and the
group delayt of the CDT was derived from the frequency
dependence off as

t51/2pdf/2d f1.

This procedure could be repeated every 30 s in the course of
an experiment. The intensity of the two primary tones was
set atL560 dB SPL for odd recordings and 50 dB SPL for
even ones, so that the influence of primary intensity on
ischemia-induced changes in CDT characteristics could also
be established. The levels of the CDT elicited by a ratio
f 2/f 151.20 were retrieved offline and plotted against time,
with a sampling period of 1 min for each primary intensity,
thereby providing two intertwined plots somewhat compa-
rable to that of the continuous CDT monitoring procedure.

C. Pre-exposure to a loud tone

In six gerbils, the ischemia experiment was performed in
a slightly different manner. After the DPgrams serving as
initial references were collected as explained previously, the
right cochleae were exposed to a relatively loud pure tone at
a fixed frequencyf expo, with f expo55 kHz in three gerbils
and 8 kHz in the three other ones. The tone intensity was set
at 90 dB SPL and the overall exposure duration was 15 min.
A complete series of postexposure DPgrams was recorded
every 5 min for 30 min. If the first one did not reveal a clear
decrease of at least a few CDT levels, another exposure was
performed for 15 min at 95 dB SPL. Once the effects of
auditory fatigue on CDTs were stabilized after initial partial
recovery, the thresholds of eighth-nerve compound action
potential ~CAP! were determined using a conventional
stimulus and averaging protocol~see Mom et al., 1997!.
Stimuli were calibrated tone bursts at frequencyf ~f ranging
from 4 to 20 kHz; trapezoidal envelope; rise and decay time:
1 ms, plateau duration 4 ms; 5 dB intensity steps! generated
by a Wavetek 70 synthesizer connected to the acoustic probe
sealed in the ear canal. They were repeatedly played and the
output from the round-window electrode was synchronously
averaged~CED 14011, 10 ms epochs, sampling rate 20 kHz;
repetition rate 19/s, 64 averages!. The CAP threshold at fre-
quency f was defined as the lowest SPL giving rise to a
visually detectable wave N1. Next, the cochlear blood supply
was blocked and CDTs were monitored with the help of DP-
grams. Over the first 20 min of ischemia, they were recorded
every min only at 60 and 70 dB SPL and between 4 and 16
kHz, then after 20 min, i.e., when CDT levels varied little
with time, complete series of DPgrams were collected every
5 min for 40 min.

III. RESULTS

A. Initial cochlear responses

1. Ears unexposed to the loud tone

The CDT levels in response to 60 dB SPL primary tones
with f 258 kHz were around 20 dB SPL~range 15–26 dB
SPL!, whereas the noise floor around 8 kHz was close to
220 dB SPL. The residual CDT level found in a dummy
cavity ~0.25 cm3! using the same primary characteristics did
not significantly differ from the noise floor. Whenf 2 was
swept from 16 to 2 kHz, the DPgrams at 60 dB SPL as well
as other primary intensities were relatively flat, within67–8
dB. The noise floor did not change much between 4 and 16
kHz, and rose to210 dB SPL whenf 2 decreased from 4 to
2 kHz.

Whatever f 2, the slopes of CDT growth functions
ranged between 0.55 and 0.85 below 60 dB SPL. They could
even reach negative values between 60 and 65 dB SPL. Be-
tween 65 and 70 dB SPL, most CDTs grew at a rate.1
dB/dB. At all intensities, the levels and phases of CDTs re-
mained constant within 0.2 dB and 5° as long as the CBF
was not manipulated. The CM atf 1 was also stable and for
L560 dB SPL its amplitude was of the order of 15mV with
little f 1 dependence.

2. Exposed ears

In the six animals exposed to loud sound, the first DP-
grams after exposure revealed a decrease in CDT levels at
several frequenciesf 2. f expo, relative to the DPgrams be-
fore tone exposure. In the four ears presenting a V-shaped
high-frequency decrease in their DPgrams, it was largest for
f 2 around half an octave abovef expo. The other two ears
presented a sloping profile of loss. Partial recovery was ob-
served during the first 15 min after the end of exposure, then
the CDT levels stabilized within 1 dB at all frequencies. At
this stage and as in the unexposed ears, the phases of CDTs
remained constant within 5° provided the CBF was not ma-
nipulated. Pilot experiments in six gerbils had shown that
such CDT stability was granted for at least an hour, and that
later on the DPgrams tended to recover further back to reach
their initial profiles within 1 dB about 4 h after the end of
exposure. After 30 min, the largest CDT decrease was 15–30
dB for f 2 ranging from 10 to 15 kHz. Smaller but significant
CDT decreases were present in a frequency interval of about
one octave. A typical DPgram after 30 min is represented on
Fig. 1 ~dashed lines!.

Within the frequency range of CDT level decrease, the
slopes of CDT growth functions got steeper~about 2 dB/dB!.
Thus, exposure-induced CDT level changes tended to be
smaller when primary intensities increased~see Fig. 1, thin
versus bold lines for 60 vs 70 dB SPL primaries!. In order to
be as sensitive as possible to the effects of overexposure, the
boundaries between unaltered and fatigued ranges were de-
fined on 60 dB SPL DPgrams as the smallest and largest
frequencies,f 2min and f 2max, with CDT level changes.21
dB. Thef 2min boundary is marked with a thin vertical line in
Fig. 1. The frequency patterns of CAP threshold shifts were
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very similar to those of DPgrams, the largest CAP threshold
changes being observed at about half an octave abovef expo.
None of them exceeded 20 dB.

B. Ischemia, CBF data

In all ears, the CBF remained stable as long as the cer-
ebellopontine angle was not manipulated. When the pipette
approached the porus acusticus, the LDV output could show
a transient increase~around25 and22 s in the example of
Fig. 2, top!, then a sudden sharp decrease occurred as soon as
the pipette was blocked in the porus. Within a few seconds,
the LDV output reached a stable value. It eventually turned
out to remain unchanged after the control section of the
eighth-nerve bundle had been performed after the end of the
experiment. This indicated that CBF interruption was quasi-
immediate and complete.

C. Cochlear responses during ischemia in unexposed
ears

1. Round window CM

The CM in response to the 60 dB SPL primary tone at
f 156.6 kHz started decreasing within seconds after CBF in-
terruption and its average decrease after 10 s was about 6 dB.
The drop in CM amplitude continued steadily during the next
50 s. An average level of220 dB ~s.d. 7! with reference to
CM initial value was reached after 1 min of complete is-
chemia~example in Fig. 2, closed symbols!. The foregoing
decrease of CM was monotonic and very slow, so that the
noise floor~around230 dB below initial level! was hardly
reached before 1 h.

2. CDT level at f2 Ä8 kHz for 60 dB SPL primary
intensities

The average CDT level change~Fig. 3! was less than 1
dB for the first sample collected after the beginning of is-
chemia~i.e., within 10 s!. Ten seconds later, the next sample
started to exhibit a more pronounced decrease~about 5 dB

on average! and the CDT level reached an average value of
214 dB relative to its initial value after 60 s. In 7 ears out of
12, the early course of CDT level was not monotonic al-
though CM had almost reached its plateau, so that after de-
creasing to a sharp notch of230/235 dB after 1–2 min
~example in Fig. 2, bottom, open symbols!, the CDT levels
immediately rose to a plateau slightly.220 dB below ini-
tial level, which lasted about 2 min~Fig. 2. Also see Fig. 3
around 175 s!. The type of notch observed here will be
termed ‘‘early notch’’ in the following. It happened at vari-
able times from one ear to another and could not be identi-

FIG. 1. Series of DPgrams representing an example of initial CDT levels
against frequencyf 2 at primary intensities of 70~continuous line! and 60
dB SPL~bold continuous line!, and CDT levels 30 min after the same ear
~G19! had been exposed to a loud tone atf expo58 kHz, at primary intensities
of 70 ~dashed line! and 60 dB SPL~bold dashed line!. Below 7 kHz ~thin
vertical line!, the dashed lines are hidden beneath the continuous ones as
CDT levels were not changed by the tonal exposure. The thin continuous
line in the bottom represents the average noise floor as a function of fre-
quency.

FIG. 2. ~top! Example of output of the laser Doppler velocimeter, in arbi-
trary perfusion units~thin vertical line: application of the pipette in the porus
acusticus; thin horizontal line: residual signal at the end of the experiment
after the acousticofacial bundle was severed!. ~bottom! Resulting changes of
CDT ~f 258 kHz, f 156.6 kHz, primary intensities 60 dB SPL; open
circles! and of CM at 6.6 kHz~closed circles!. The two cochlear responses
are expressed in dB relative to preischemic level. Thin horizontal line: noise
floor for CDT. The noise floor for CM was236 dB.

FIG. 3. Average changes of CDT~f 258 kHz, f 156.6 kHz, primary inten-
sities 60 dB SPL! over the first minutes of complete ischemia starting att
50 ~in dB relative to preischemic level!. Thin lines: average6one s.d. (n
512). Thinner horizontal lines: average noise floor6one s.d.
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fied in 5 ears~Example in Fig. 4, top diagram, between 0 and
300 s!. This is why in Fig. 3 the CDT level seems to barely
decrease below220 dB in the first minute of its time course.
As individual noise floors were between237 and242 dB
with reference to CDT initial level, CDTs spent most of the
first 5 min after ischemia onset at least 10 dB above noise or
instrumental distortion.

The CDT decrease following the plateau was very slow
during the next few minutes~Fig. 4!. At a highly variable
time ranging from 6 to 20 min after CBF blockage~16 min
in Fig. 4!, all ears exhibited a sudden drop of CDT almost
down to the noise floor. It was rapidly followed by a rebound
back to a level ranging from13 to 211 dB ~average:23.0
dB! relative to the level predicted by linear extrapolation of
the slow monotonic decrease preceding the notch~thin con-
tinuous line in Fig. 4; in this example, the postrebound level
is almost identical to the extrapolated one!. Another similar
sudden notch was sometimes observed several minutes later.
These notches will be termed ‘‘late notches’’ in the follow-
ing.

In between and after the brief late notches, CDT levels
tended to slowly decrease down to noise floor with an aver-
age slope of 0.25 dB/min~s.d. 0.06!. In all ischemic ears,
more than 1 h was required for CDTs to be less than 5 dB
above noise floor.

3. CDT phase for f2 Ä8 kHz and 60 dB SPL primary
intensities

Just after CBF interruption, within 10 s, a significant
increase in phase was observed. The phase increase was slow

during the first 2–3 min of ischemia, and often slightly ir-
regular as in the example of Fig. 5~bottom diagram!. The
phase changes observed in the course of the early notch
never exceeded 60° in the 7 ears in which it was identified.
After about 3 min, the phase reached a plateau corresponding
to an average change of162° relative to initial phase~s.d.
25°; range, 29°–93°!. The plateau remained relatively stable
until a late notch appeared in the course of CDT level
change: within 1 min, the CDT phase underwent a sharp shift
of 180° ~within 610°! ~at about 1000 s after ischemia onset
in Fig. 4! while the CDT level got close to the noise floor and
bounced back.

4. CDT characteristics at other frequencies and
primary intensities

The repeatedly recorded DPgrams remained compara-
tively flat. In other words, their shapes did not change much
throughout ischemia, the only effect being an overall de-
crease of CDT levels following the same course as the CDT
with f 258 kHz. The time course of CDT levels for alternat-
ing primary intensities~60/50 dB SPL! was reconstructed off
line from the phase-gradient protocol performed on 5 gerbils
at f 258 kHz. The level change of the CDT elicited by 50
dB SPL primaries tended to parallel that at 60 dB. For in-
stance, Fig. 6~a! shows that the early notch was present at
about the same time, i.e., 3.5 min, and that a plateau also
existed for 50 dB CDTs between 4 and 7 min. After 7 min,
the signal-to-noise ratio at 50 dB SPL was too low for CDTs
to be considered significant.

FIG. 4. Example of change of CDT level~top diagram, in dB SPL;f 2
58 kHz, f 156.6 kHz, primary intensities 60 dB SPL! and CDT phase
~bottom diagram, in degrees! over prolonged complete ischemia, exhibiting
a late notch aroundt51000 s. Thin horizontal line~top diagram!: average
noise floor. The thin oblique lines on the top diagram represent the linear
least-square fits of CDT levels between 500 and 800 s~continuous!, then
1500 and 1800 s~dashed!.

FIG. 5. Example of change in CDT level~top diagram, in dB SPL;f 2
58 kHz, f 156.6 kHz, primary intensity 60 dB SPL! and CDT phase~bot-
tom diagram, in degrees! over the first minutes of a complete ischemia,
exhibiting a sharp early notch aroundt590 s. Thin horizontal lines: preis-
chemic CDT level and average noise floor~top diagram!; preischemic CDT
phase~bottom diagram!.
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Comparison of the two profiles of CDT levels for 50 and
60 dB SPL primaries at about the same times~within the 30
s required to switch from a primary intensity to the other!
provided an estimation of the slope of the CDT growth func-
tion. Prior to ischemia, the average slope was 0.6 and CBF
interruption induced a slope increase, up to 2.5 on average,
as long as CDT could be detected at 50 dB SPL.

5. CDT group delay

After phase unwrapping, a regression line was adjusted
to the experimental data in order to derive the group delayt
from its slope. It was always possible to find a straight line
ensuring a determination coefficientr 2.0.9. The delay was
plotted against time as shown in Fig. 6~b!. Instrumental delay
never exceeded 0.1 ms. Likewise, delays,0.1 ms were
found in the contralateral ear using primary intensities.70
dB SPL after mechanical destruction of its cochlea. A de-
crease oft was observed shortly after ischemia, then within
2 min,t tended to plateau at about 57%–72% of its reference
value before ischemia. Fot the next 30 min,t did not de-

crease below this plateau value. Instead, it could even some-
times increase to about 80% of the reference value after sev-
eral minutes. The group delay was insensitive to the presence
of a late notch: Figures 6~a! and~c! depict a late notch with
phase reversal around 7.5 min after CBF interruption, while
the group delay does not vary by more than 0.05 ms between
10 and 20 min. Only after more than 1 h did the group delays
get closer to the instrumental-distortion value.

D. Ears previously exposed to a loud tone

In striking contrast with the results of the previous para-
graph in unexposed ears, the behavior of CDTs in fatigued
ears was highly frequency dependent. In the frequency range
where CDTs had been unaffected by exposure to the loud
tone, their ischemic level and phase changes were similar to
those in unexposed ears, and CDT level growth ranged be-
tween 2.2 and 3.2 dB per dB increase of primary intensities
between 60 and 70 dB SPL~example in Fig. 7, bottom, for
f 2,6 kHz, ear G23!. Accordingly, postischemic CDT levels
remained comparatively high for 70 dB SPL primaries.

The behavior of postischemic CDTs clearly departed
from that in fatigue-free frequency intervals in the range
marked with dashed vertical lines~6, f 2,13 kHz in Fig. 7!:
These lines enclosef 2 frequencies with a CDT level more
than 5 dB below the average level computed within fatigue-
free intervals. Within this range, which almost coincides with
@ f 2min57, f 2max514.5 kHz#, CDTs dropped down to within

FIG. 6. Example of change of CDT characteristics with complete ischemia
starting att50 ~leftmost thin vertical line!. ~a! CDT levels in dB SPL;f 2
58 kHz, f 156.6 kHz; primary intensities 60 dB SPL—bold line—or 50
dB—thinner line. An early notch is visible aroundt53.5 min, and a late
notch aroundt57.5 min ~rightmost thin vertical line!. ~b! Group delays of
CDTs derived from their phase gradients whenf 1 was swept around 6.6
kHz; primary intensities 60 dB SPL—bold line or 50 dB—thinner line. The
group delay after mechanical destruction of the cochlea~primary intensity
80 dB SPL! was 0.03 ms.~c! phases of CDT in degrees;f 258 kHz, f 1
56.6 kHz; primary intensities 60 dB SPL.

FIG. 7. Example~in ear G23! of changes in DPgrams due to exposure to a
loud tone followed by complete ischemia. Top diagram: 30 min after vs
before exposure to a 8 kHz/90 dB SPL tone, 60 dB SPL primaries, continu-
ous line before exposure, dashed line after exposure; Thin broken line: noise
floor. The two thin vertical lines delimit the frequency interval with signifi-
cant CDT level drop due to auditory fatigue. Bottom diagram: DPgrams 10
min after onset of complete ischemia. Primary intensities: left labels; thin
line: average noise floor. The dashed vertical lines delineate the frequency
range where postischemic CDTs clearly differ from those coming from the
fatigue-free range.
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10 dB of the noise floor whatever the primary intensity up to
75 dB SPL~Fig. 7, bottom!. Figure 8 depicts another ex-
ample in ear G19, already presented in Fig. 1 after loud
exposure and before ischemia~see frequencies to the right of
the dashed vertical line in Fig. 8!. In this example, the
fatigue-induced preischemic decrease did not exceed 10 dB
below 10 kHz: it is too small to account for the large level
difference of ischemic CDTs above versus below 7 kHz. For
ear G23~Fig. 7!, the cutoffs between large and small is-
chemic CDTs were found around 6 and 13 kHz whereas
auditory fatigue had been present in the range@7, 14.5 kHz#.
The ear-probe transducers were not powerful enough to pro-
duce a 70 dB SPL primary atf 2.12 kHz, nevertheless
CDTs at 60 dB SPL reappeared forf 2.13 kHz. The lower
limit f 2min of the frequency range of auditory fatigue and the
lower cutoff in the ischemic DPgram coincided within 1 kHz
in all ears, while f 2max and the higher cutoff coincided
within 1.5 kHz. Although Fig. 7 suggests that high-intensity
ischemic CDTs tended to be abolished at slightly lowerf 2’s
than those affected by auditory fatigue, thus suggesting a
possible 1 kHz tonotopic shift of CDT sources in ischemic
cochleas, this trend was not systematic~e.g., it was absent in
Fig. 8 versus Fig. 1!. The dramatic drop of CDTs in fatigued
intervals was clearly seen just after the early notch while the
plateau was reached in fatigue-free intervals~e.g., the DP-
grams in Fig. 7 were recorded 10 min after ischemia onset!
and remained unchanged after the late notch was observed in
fatigue-free intervals~Fig. 8, recorded 30 min after ischemia
onset!.

IV. DISCUSSION

Following Gold ~1948!, it is now widely accepted that
the BM motion in response to a low-intensity tone is en-
hanced by 40–60 dB in a frequency-selective manner by the
operation of a feedback loop~review in Patuzzi, 1996!. As
the OHCs are thought to be its key element, OHC damage is

expected to result in a 40–60 dB loss of sensitivity, as con-
firmed experimentally~Liberman and Dodds, 1984!. The
loop-like organization of cochlear processes implies that a
strong coupling exists between the main characteristics of
cochlear mechanics. High sensitivity comes with sharp band-
pass filtering, i.e., highQ factors in the frequency domain
and long response delays in the time domain. The notable
compressive behavior of the BM growth function in the
range of intermediate stimulus intensities~Yates, 1990; Rug-
gero, 1992! results from the loop-induced enhancement of
vibrations gradually losing its efficiency when the tone in-
tensity increases up to about 80 dB SPL. Intermodulation-
product otoacoustic emissions are another necessary conse-
quence of the OHC loop because it normally includes
nonlinear elements. In particular, the forward mechano-
electrical transduction step relates transduction currents to
stereocilia deflection through a nonlinear function~Patuzzi
et al., 1989b; Kroset al., 1992; Jaramilloet al., 1993; With-
nell and Yates, 1998!. Thus, the presence of CDTs cannot be
separated from the cochlear tuning and its consequences. If
one of them happened to disappear or exhibit abnormally
poor characteristics, all the other related ones would be ex-
pected to decay accordingly. Conversely, any discrepancy,
e.g., the presence of normal CDTs despite increased auditory
thresholds, would strongly suggest that the OHC feedback
loop is not primarily involved and would rather point to IHC
or VIIIth nerve damage~e.g., Bronx waltzer mice, Horner
et al., 1985; auditory neuropathy, Starret al., 1996!.

A proper use of this framework is essential for CDTs to
be clinically useful. Evidence abounds that an ischemic co-
chlea loses its sensitivity, tuning, and compressive growth
function within minutes. Hence the presence of CDTs after
ischemia or asphyxia, first described by Schmiedt and Adams
in 1981, is particularly disturbing~Nortonet al., 1991; Mom
et al., 1997! and prompted many authors to caution the cli-
nicians not to use the combinations of stimulus parameters
favoring the presence of such CDTs~especially, primary in-
tensities above 60 dB SPL!. As this caveat does not explain
the origin of unexpected CDTs and provides no rationale for
choosing a really conservative stimulus intensity, systematic
investigations are needed in order to understand their origin.
The most widely accepted explanation so far has relied upon
a two-component interpretation~Mills and Rubel, 1994;
Mills, 1997! assuming that residual CDTs after disruption of
the fine cochlear tuning were actually due to ‘‘passive,’’
poorly tuned or macromechanical phenomena. These ‘‘pas-
sive’’ CDTs would be smaller than the ‘‘active’’ ones when
the cochlea is healthy and for low-intensity primaries so that
the overall CDT properties would be chiefly determined by
those of the ‘‘active’’ contribution. High-intensity primaries
would elicit a mixture of the two contributions, because the
‘‘passive’’ component is expected to grow fast and catch up
with the ‘‘active’’ one. As the ‘‘active’’ component is vulner-
able, only the high-intensity ‘‘passive’’ CDTs would persist
in the case of disrupted OHC function. If the two contribu-
tions are out of phase and happen to have the same level,
mutual cancellation occurs, thereby possibly explaining the
notches observed in CDT growth functions and the non-
monotonic time course of CDT levels despite the probably

FIG. 8. Other example~in ear G19—see Fig. 1! of DPgram change due
complete ischemia following pure-tone overexposure. Primary intensity 70
dB SPL. Bold line: CDTs after exposure and before ischemia onset. Thin
line: CDTs 30 min after ischemia onset. Thinner broken line at the bottom:
average noise floor. Dashed vertical line: boundary of the frequency range
where postischemic CDTs clearly differ from those coming from the fatigue-
free range. Notice that according to Fig. 1, the limit of the fatigue-free range
in this ear coincides with the dashed vertical line: to the left of this limit, the
CDT level is little affected by ischemia; to its right, it is dramatically re-
duced.
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steady decay of the ‘‘active’’ contribution. It is thus essential
that a phase reversal of CDTs be observed when a notch
occurs for the two-component model to explain the notch
~Mills and Rubel, 1994!.

The ‘‘active’’/‘‘passive’’ model of Mills ~1997! uses
only one mechanism of generation for the two CDTs, assum-
ing that the ‘‘passive’’ component comprises the less vulner-
able emissions basal to the peak of thef 2 wave. The possi-
bility that CDTs come from basal places was also evoked by
Martin et al. ~1998! with suppression experiments and Avan
et al. ~1998! with intracochlear pressure measurements.
More general two-component models may assume the exis-
tence of two different nonlinear mechanisms involving not
only different places, but also different anatomical elements
such as the BM or inner hair cells~IHCs!. The role of IHCs
in CDT generation in impaired cochleas has been ruled out
only recently by Trautweinet al. ~1996!. Here we use the
term ‘‘two-componentmodel’’ to contrast it with thetwo-
source model of Brownet al. ~1996! and Talmadgeet al.
~1999!, who showed that the place tuned to 2f 12 f 2 could
contribute significantly to the overall CDT as the CDT ini-
tially produced by nonlinear interaction in thef 2 area can
propagate forward to the place tuned to its frequency where
it is linearly reflected backward~Shera and Guinan, 1999!.
The stimulus characteristics in the present work were not
particularly favorable for revealing the 2f 12 f 2 source, fur-
thermore ischemia most likely affects it as much as thef 2
‘‘active’’ source as all frequencies are uniformly impaired,
thus the two-source issue was not addressed here.

Two questions have to be answered in order to validate
the two-component model in the case of ischemia: If high-
intensity CDTs persist, where does the ‘‘passive’’ component
come from and what is its mechanism? There is cogent evi-
dence that high-intensity CDTs came from within the co-
chlea. They were vulnerable since they did decrease within a
few seconds and disappeared when the cochlear ischemia
was prolonged more than an hour, in keeping with Schmiedt
and Adams~1981!. Although shorter than in a healthy co-
chlea, CDT group delays were far longer than instrumental
ones. Besides, histologically controlled destruction of OHCs,
e.g., by prolonged exposure to noise~Hamerniket al., 1996!,
administration of combined ototoxic drugs~Lonsbury-Martin
et al., 1993! or progression of a genetic disease~Le Calvez
et al., 1998! has been shown to lead to complete loss of
CDTs including those elicited by primary intensities up to 80
dB SPL. Frolenkovet al. ~1998! have shown that complete
disruption of OHC electromotility abolishes CDTs generated
by high primary intensities. All these findings suggest, as
stated by Lonsbury-Martinet al. ~1993!, that the high-
intensity CDTs require OHC integrity instead of being pro-
duced at a macromechanical level such as the BM.

The first issue can thus be reformulated as follows:
Where in the cochlea can high-intensity CDTs be produced?
In the two-component model of Mills~1997!, ‘‘passive’’
CDTs come from a broad cochlear region basal tof 2. The
finding of shortened CDT group delays might support this
idea. The two-component model also requires a specific
phase relationship between ‘‘active’’ and ‘‘passive’’ compo-
nents if a sharp CDT level notch were to represent an

‘‘active’’-to-‘‘passive’’ transition. The early notches observed
here for intermediate primary intensities~60 dB SPL! were
very sharp when they existed, but went with too small a
phase shift for the forthcoming CDT level plateau to be con-
sistent with a ‘‘passive,’’ out-of-phase residual contribution.
Mills et al. ~1993! hypothesized that some OHC adaptation
could allow ‘‘active’’ CDTs to recover with a persisting low
endocochlear potential, and the residual CDT component af-
ter an early notch might well be an ‘‘active,’’ adapted one
instead of being ‘‘passive.’’ The late notches did coincide
with a phase reversal, however the two hypothetical ‘‘active’’
and ‘‘passive’’ contributions were found to exhibit similar
slow decays with time suggesting the same vulnerability, all
the more since they had the same group delay. It is notewor-
thy that alternative explanations of CDT phase reversals not
relying upon the existence of two interfering components
have been recently set forth~Lukashkin and Russell, 1999!:
the asymmetry of the distortion-generating characteristic
function relating current through stereocilia to deflection and
the position of its operating point are assumed to account for
phase reversals and level notches~also see Frank and Koessl,
1996!.

The way mild auditory fatigue modified the subsequent
response of CDTs to complete ischemia provides even stron-
ger arguments against the concept of ‘‘passive’’ ischemic
CDTs. The consequences on cochlear micromechanics of au-
ditory fatigue due to mild pure-tone exposure are known to
be limited and reversible. That the present exposures were
mild ~90 dB SPL, 15–30 min! was attested to by the small
level reduction of CAP threshold shifts and CDT levels,
barely exceeding 20 dB at the most affected frequency. Such
an auditory fatigue is most likely due to a loss of sensitivity
of mechano-electrical transduction channels after their abil-
ity has been decreased to gate potassium ions when the ste-
reocilia are deflected~Patuzzi, 1998!. It is widely held that
DPgrams plotted at moderate primary intensities accurately
‘‘map’’ the changes in cochlear function~Martin et al., 1990;
Puelet al., 1995; Le Calvezet al., 1998!. Accordingly, pos-
texposure preischemic DPgrams showed that only the OHCs
tuned to about half an octave above exposure frequency had
been affected by auditory fatigue in keeping with the classi-
cal half-octave-shift rule~Davis, 1983; McFadden, 1983!. Its
widely accepted interpretation is that the peak in the enve-
lope of BM responses to a tone atf expo shifts basally when
the tone gets louder so that the most fatigued places, near the
peak, are tuned to a frequency. f expo: this is where the
sharply tuned responses elicited at low and intermediate in-
tensities lose sensitivity and where the related intermodula-
tion nonlinearities diminish.

In the present experiment, stimuli withf 2 outside the
fatigued range generated the same large high-intensity CDTs
as in the absence of preliminary sound exposure. Conversely,
when f 2 fell in the range where CDT levels had been af-
fected by sound exposure, little or no CDTs were generated
even at 70 dB SPL. Postischemic high-intensity CDTs were
therefore highly vulnerable to pre-existing mild auditory fa-
tigue. A first inference is that such a vulnerability can hardly
be associated to a ‘‘passive’’ property. If a ‘‘passive’’ struc-
ture were able to generate CDTs, for instance the BM when
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it does not benefit from OHC activity, there is no reason why
it would stop generating high-intensity CDTs just because
the function of OHCs on top has temporarily diminished.
The most parsimonious interpretation is that the vulnerable
ischemic CDTs were produced by the same elements that
suffered from auditory fatigue. As the only structures known
to be that sensitive to auditory fatigue are the OHC stereo-
cilia bundles~Patuzzi, 1998!, it is tempting to equate them
with the sources of postischemic high-intensity CDTs, all the
more since hair cell bundles present a conspicuous nonlin-
earity~Jaramilloet al., 1993!. This nonlinearity may relate to
mechanical properties since the stiffness of stereocilia is
greater for excitatory than inhibitory deflection~Flock and
Strelioff, 1984! and is reflected in the Boltzmann-shaped
characteristics of gating processes~Patuzzi et al., 1989b;
Kros et al., 1992!. Other stages of OHC function are less
likely to generate intermodulation, e.g., OHC electromotility
seems rather linear~Wit et al., 1996!. Finally, since postis-
chemic high-intensity CDTs were affected by auditory fa-
tigue for f 2 falling in the range closely obeying the regular
tonotopic rules of active mechanisms, they cannot have come
from places basal or apical tof 2.

The possibility for an ischemic cochlea to emit CDTs via
the same mechanisms as a normal cochlea is in fact not sur-
prising. First, an ischemic cochlea is not a ‘‘dead’’ one in that
some electrochemical gradient remains temporarily present
at the apical end of OHCs. Previous reports have shown that
in an anoxic cochlea, the endocochlear potential~EP! re-
corded in scala media very rapidly drops to about225 to
240 mV ~Konishi, 1979; Schmiedt and Adams, 1981!. In the
meantime, the intracellular potential of OHCs,VOHC, likely
remains close to its normal value for a while. Neither EP nor
VOHC could be measured directly here. However, (EP
2VOHC) could be indirectly derived from the suggestion by
Patuzziet al. ~1989a! that the dominant contribution to the
round-window CM ~here, at f 156.6 kHz! comes from
basalmost places close to the electrode. As these places are
tuned to frequencies well abovef 1, the cochlear feedback
loop is too far from resonance to operate efficiently and in-
fluence CM values. This is even more exact in an ischemic
cochlea where the OHC feedback loses its effectiveness at all
frequencies. In the present case, CM should just be propor-
tional to the product ofK1-channel conductance through ste-
reocilia bundles, times the electrochemical gradient EP
2VOHC. As a result, the ratio of CM before versus after
ischemia should be given by

CMnormal/CMafter5~EP2VOHC!normal/~EP2VOHC!after.

The measured CM values suggest that (EP2VOHC!after was
decreased by a factor of 5–10, and assuming (EP
2VOHC!normal to be about 150 mV, this lines up with the
aforementioned estimations of EPafter'240 mV and
VOHCafter'270 mV.

The sequence of events in the OHC feedback loop is
well acknowledged~Patuzzi et al., 1989b!. First, sound-
induced deflection of stereocilia opens their ion channels.
(EP2VOHC) provides for the electrical drive and a K1 cur-
rent flows into OHCs, thereby generating an alternative re-
ceptor potential. This mechano-electrical stage is strongly

nonlinear and vulnerable to stereocilia damage. In turn, the
K1 current generates an ac membrane potential to which
motors in the lateral plasma membrane of OHCs respond by
force generation. This electro-mechanical stage worksin
vitro and requires only an intact plasma membrane and some
voltage drive~Huang and Santos-Sacchi, 1994!. The persis-
tent electrochemical gradient for K1 was certainly sufficient
here to fulfill this function. The motile response of OHCs
adds up to the stimulus in a frequency-dependent manner and
contributes to cochlear tuning, low-intensity sensitivity, and
compressive behavior at intermediate intensities~review in
Ruggero, 1992!.

Assume that CDTs primarily originate from the
mechano-electrical stage, although they probably also re-
quire other steps in the feedback loop to come out as otoa-
coustic emissions. Ischemia alone has no reason to disrupt
the mechanoelectrical stage immediately and indeed Mom
et al. ~1997! have shown that CDTs can fully recover when
CBF is let back to normal after more than 5 min of ischemia.
Instead, the main effect of ischemia was to reduce (EP
2VOHC) to 10%–20% of its normal value, while some de-
gree of mechano-electrical transduction through OHC stereo-
cilia remained possible, as well as some degree of electro-
mechanical function. We contend that it must have been
enough to maintain the usual generation processes of CDTs,
though at a decreased rate.

Nonetheless, the residual OHC feedback loop undoubt-
edly failed to achieve its main purpose. Loop systems are
very sensitive to the amount of feedback and it is likely that
a drop of (EP2VOHC) to ,20% of its normal value led to a
dramatic gain decrease. In such situations, irrespective of
their physiopathological cause, BM low-intensity sensitivity
and intermediate-intensity compression are largely lost as
shown, e.g., by Sellicket al. ~1982! and Ruggero~1992! or
predicted by Patuzziet al. ~1989b!. The BM growth function
becomes linear and its slope gets closer to 1 dB/dB at all
intensities including the intermediate ones. Around 80–90
dB SPL, the difference between normal and pathological BM
responses is small while it increases when stimulus intensity
gets lower to reach 40–60 dB below 30 dB SPL~experimen-
tal examples in Sellicket al., 1982, and Ruggero and Rich,
1991!. These data allow CDT level changes due to ischemia
to be guessed. If the alleged nonlinear element was not im-
mediately altered in line with the idea that only the battery
(EP2VOHC) got flat, the distortion level only depended on
the actual input to the nonlinear element. It is important to
notice that this input isnot the sound level in the ear canal,
instead, it is proportional to the BM movement~e.g., it may
be the stereocilia deflection; furthermore, because the system
is a loop, the input to stereocilia is also the output from the
loop!. For stimulus intensities.80 dB SPL, published BM
data show that this input is almost unchanged in a pathologi-
cal cochlea, thus the CDT must remain almost constant~it
would not hold true if the nonlinear element were affected by
the pathology!. For smaller stimulus intensities in a patho-
logical cochlea, the input to the nonlinear element decreases
by 1 dB per dB decrease in the ear canal. Because the CDT
is a third-order combination tone, its level is then expected to
decrease by 3 dB/dB decrease of the input. The 2.5 dB/dB
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observed here may indicate some residual BM compression
~Mills, 1997!, thus some residual activity of the cochlear
feedback loop. Alternatively, ischemia might have induced
enough ionic disturbances or enough adaptation~Mills et al.,
1993! to alter the characteristics of the nonlinear element
involved in CDT generation in such a way that CDTs at
intermediate stimulus intensities would have been larger than
those predicted by the 3 dB/dB theoretical law. This could
account for the emergence of the plateau in CDT level plots
following the early notch. Anyway, the much steeper growth
of residual high-intensity CDTs partially made up for the
impairment of the cochlear loop due to EP decrease while
low-intensity CDTs were dramatically affected.

V. CONCLUSION

Far from ‘‘passive’’ and robust, residual ischemic CDTs
proved to be highly vulnerable to mild auditory fatigue ap-
plied prior to ischemia. It strongly suggests that the genera-
tion of ischemic CDTs crucially depends on the integrity of
mechano-electrical transduction channels. Since the pattern
of absence of high-intensity CDTs closely resembled that of
auditory fatigue, it is likely that when they existed, high-
intensity CDTs were locally produced following the usual
tonotopy. A one-component model of CDT generation
~Lukashkin and Russell, 1999! seems more parsimonious
that a two-component one~Mills, 1997! to account for these
results.

Early stages of cochlear ischemia and presumably eutha-
nasia provide deceptive models of a ‘‘passive’’ cochlea as far
as distortion is concerned. As some events leading to CDT
generation resist some cochlear insults, it would not be con-
servative in a screening procedure to use stimuli favoring the
generation of CDTs from impaired cochleas. Diagnostic pur-
poses are different. That high-intensity CDTs provide a reli-
able means to map functioning mechano-electrical transduc-
tion channels remains to be ascertained in pathological
models other than selective cochlear ischemia but if it were,
the protocols using comparatively high primary intensities
~Kemp, 1992! would be particularly useful.
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A model is offered here to address an asymmetry of cueing in signal detection@Hafteret al. ~1992!#
where the effect of frequency uncertainty on the detection of a randomly chosen tone was
ameliorated by cueing with a sequence of its harmonics, but detection of a randomly chosen
sequence of harmonics was not improved by cueing with their fundamental. The model proposes
that signal detection can be based on various levels of neural representation that, for the case at
hand, refer to levels organized either by frequency or by complex pitch. Experiments offered to test
the model used three-tone complexes for both cues and signals. These stimuli consisted of either
three randomly chosen frequencies or three randomly chosen harmonics~from the set 2f 1 to 7f 1!
of a randomly chosen fundamental. Support for the idea of cueing and detection at different levels
of representation was found in higher performance with uncued detection of harmonic complexes
relative to that found with complexes of unrelated tones and by successful cueing of each type of
information with cues created to remove uncertainty about the relevant information. A final
comparison suggests independence of performance~presumably of the limiting noise! at each of the
putative levels of representation. ©2001 Acoustical Society of America.
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I. INTRODUCTION

A. Uncertainty reduces performance

The peripheral auditory system is generally character-
ized as a bank of bandpass filters called critical bands, or
auditory filters, whose widths are roughly proportional to
their center frequencies. Because they derive from neuro-
mechanical processes in the cochlea, these filters are com-
monly thought to be immutable in shape and bandwidth.
However, the possibility of top-down control over theiref-
fectivebandwidths has been discussed in speculations on the
role of efferent neural connections to the cochlea~Scharf
et al., 1994, 1997!, proposed as the basis for interactions
between motivational instructions and the effects of fre-
quency uncertainty in signal detection~Hafter and Kaplan,
1976!, and observed directly in a study of uncertainty using a
probe-signal method~Schlauch and Hafter, 1991!.

Traditional psychoacoustic descriptions of the auditory
filters have relied upon studies of the detection of pure-tone
signals in the presence of noise. An indirect approach infers
the bandwidths from so-called ‘‘critical ratios’’ defined as the
signal level at threshold divided by the spectrum level~level/
Hz! of a wideband masker, while more direct methods de-
scribe ‘‘critical bandwidths’’ in terms of the relation between
performance and the bandwidths of either band-limited
maskers or spectral notches in a wideband masker.~For re-
view, see Scharf, 1970; Patterson and Moore, 1986; Moore,
1997.! In all such measures, it is tacitly assumed that the
subject monitors and responds only to frequencies falling

within the appropriate auditory filter which, in turn, means
that he or sheknowsthe signal’s frequency. If it is unknown,
performance must decline, even for the ‘‘ideal observer’’ of
signal detection theory~SDT! ~Green and Swets, 1966! due
to the increased probability of large peaks in the noise ap-
pearing in wrong, i.e., nonsignal filters. Studies where the
signal’s frequency has been drawn at random on each trial
from a list ofM.1 possibilities have found that the masked
threshold relative, to the case ofM51, rises to an asymptotic
value of 3 to 5 dB for large values ofM ~e.g., Green, 1961;
Schlauch and Hafter, 1991!.

B. Reducing uncertainty with cues

The deleterious effects of frequency uncertainty on de-
tection can be reduced or even eliminated by presenting pre-
trial cues that tell the subject what to listen for. The most
effective such cue is a tone matched in frequency to the
signal ~e.g., Swets and Sewall, 1961; Hafter and Kaplan,
1976; Johnson and Hafter, 1980; Schlauch and Hafter, 1991;
Dai et al., 1991!. While this implies a crucial role for shared
phenomenology whereby a cue works because it ‘‘sounds
like’’ the signal, successful reductions of uncertainty have
also been found with a variety of cues that are not identical
to the signal. These include a tone whose frequency relates to
the signal by a small integer ratio such as 5/4~the musical
third! ~Hafter and Kaplan, 1976! or 3/2 ~a musical fifth!
~Hafter et al., 1993!, a melodic sequence of tones for which
the signal is a musically acceptable extension of the melody
~Howard et al., 1984, 1986!, a chord made up of harmonic
frequencies whose missing fundamental is the same fre-
quency as the signal~Hafteret al., 1992!, a multi-tonal com-
plex made up of randomly chosen frequencies, one of which
matches the signal~Schlauch and Hafter, 1991!, and even a

a!Author to whom correspondence should be addressed. Electronic mail:
hafter@socrates.berkeley.edu

b!Now at: Department of Cognitive Sciences, University of California, Irv-
ine, CA 94720-1650. Electronic mail: kourosh@uci.edu
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visual cue that describes the frequency of the signal in mu-
sical notation for subjects who have absolute pitch~Plamon-
don and Hafter, 1990!. Thus, the ‘‘sounds-like’’ hypothesis
must be extended to include comparisons made in themind’s
ear between similar percepts that arise through different au-
ditory mechanisms.

C. Is ‘‘sounds alike’’ sufficient for cueing?

The present experiment was begun in part because of a
result that did not seem readily explained by a sounds-like
hypothesis. In this condition, where the stimuli used for cues
and signals shared a common percept, their pitch, reduction
of the effects of uncertainty was asymmetric, depending on
their order of presentation. One stimulus was a single, ran-
domly chosen tone whose frequency was dubbedf 1 ; the
other was a harmonic sequence of either 2f 1→6 f 1 or 3f 1

→7 f 1 . While a pure tone and a set of its harmonics are quite
different from one another in timbre, a subject asked to ad-
just the pitch of a pure tone until it matches the pitch of a set
of harmonics typically picks the fundamental frequency (f 1)
of the sequence, even whenf 1 itself is absent from the com-
plex. The common pitch of tones and complexes is thought
to arise through separate auditory mechanisms. ‘‘The former
has traditionally been called aplace pitch in reference to a
place of maximum displacement in the cochlear excitation
patten, though analysis of periodic activity in auditory neu-
rons shows that information about frequency also exists in
the time-domain, even for tones.’’ Conversely, the pitch of
the latter relies on further analysis of the complex stimulus
based on interactions between its components. Variously
called a ‘‘residue,’’ ‘‘periodicity,’’ or ‘‘virtual-pitch’’ ~e.g.,
Schouten, 1940; Licklider, 1956; Terhardt, 1974; Terhardt
et al., 1982!, it has been the object of a long-standing debate
about its origin. Whether it is derived in the time or fre-
quency domain is irrelevant to the present discussion and so
we will use the more neutral term,complexpitch. ~Excellent
discussions of the mechanisms of pitch can be found in De
Boer, 1976; Houtsma, 1995!.

As described earlier, Hafteret al. ~1992! found that a set
of harmonics used as a cue improved detection of a ran-
domly chosen tone set to its missing fundamental.1 However,
when those roles were reversed, that is, when randomly cho-
sen f 1’s were used to cue signals that were a sequence of
their harmonics, there was no improvement due to cueing.
We will refer to this dependency on order of presentation as
an asymmetry in cueing.

II. A MODEL OF CUEING BASED ON LEVELS OF
STIMULUS REPRESENTATION

A. The level of stimulus representation used for
detection or LSRD

In seeking to explain the asymmetry of cueing described
earlier, this model concentrates less on the shared phenom-
enology of a ‘‘sounds-like’’ hypothesis than on shared ele-
ments at the level of stimulus representation or LSR whose
neural activity serves as the basis for signal detection. We
call this the level of stimulus representation used for detec-
tion or LSRD. It is well known that various features of an

acoustic stimulus are represented at multiple LSRs through-
out the auditory nervous system~Pickles, 1988!; for ex-
ample, tonotopic maps of acoustic frequency have been iden-
tified in regions ranging from cochlea to cortex. While band
limitations found in detection experiments are often said to
result form ‘‘cochlear filters,’’ what is generally meant by
this is that the filtering began in the cochlea and not that the
subject’s judgments were based directly on neural activity at
the interface of cochlea and auditory nerve. Because it is
unlikely that a neural site simply relays information, one
assumes that additional processing at each LSR provides a
unique version of the original stimulus. By further assuming
that the decision process in a signal-detection task has access
to many, if not all, of the LSRs, it follows that best perfor-
mance requires that the LSRD be the level whose data
present the highest signal-to-noise ratio~S/N!. From this per-
spective, the optimal subject must use knowledge of the sig-
nal’s parameters to select both the optimal LSRD and the
appropriate elements within it. This is especially important
for multidimensional signals whose potential LSRDs repre-
sent different stimulus dimensions.

B. Formal assumptions of the LSRD model

~1! Neurons in LSRs are organized topologically in accord
with their sensitivity to values along a stimulus dimen-
sion. The dimension may be based on a primitive feature
of the stimulus such as acoustic frequency or on a more
complex feature that derives from interactions between
primitives. Examples of the latter include complex pitch
and locations in auditory space.

~2! Each neuron in an LSRD is best tuned to a specific value
of the represented dimension but responds, to some ex-
tent, to nearby values of the dimension falling into its
‘‘receptive field.’’ Pooled responses from adjacent recep-
tive fields then determine the effective bandwidth of a
masker, providing a kind of filter in the represented di-
mension.

~3! For signals represented at multiple LSRs, optimal perfor-
mance requires that the LSRD be the level providing the
highest S/N. When signals are represented both by
primitive dimensions and by complex interactions be-
tween those primitives, the larger S/N will generally be
found at the higher-order representation~for a discus-
sion, see Sec. II C!.

~4! For maximum effectiveness in reducing signal uncer-
tainty, a cue should specify, unambiguously, both the
level being used as the LSRD and the correct filter
within that representation.

C. Application of the model to tones and multi-tonal
complexes without uncertainty

In the framework of signal detection theory~SDT!
~Green and Swets, 1966!, each observation is judged in ac-
cord with the likelihood~l! that it arose from signal-plus-
noise rather than from noise alone. For detection of a single
tone of known frequency in a background wideband noise,
the optimal decision rule is to computel on the basis of

1490 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 E. R. Hafter and K. Saberi: A level of processing model



energy within the single auditory filter centered on the fre-
quency of the signal. Thus, in terms of the model, the LSRD
used to detect those signals is organized according to fre-
quency. If the frequency of the signal isunknown, the opti-
mal subject must calculate a likelihood for every filter in the
LSRD that might contain the signal, and performance must
decline due to the increased probability of high likelihoods
produced by noise alone in nonsignal filters.

For a multi-tonal signal made up ofJ known but unre-
lated frequencies, the optimal rule is to decide on the basis of
the product of theJ individual likelihood ratios,

l5)
i 51

J

l i , ~1!

based on energies in the appropriateJ auditory filters. While
this rule could also be used for a signal made up ofJ har-
monically related frequencies with a known fundamental, an
alternative decision rule might be to listen for the signal’s
complex pitch. In that case, detection would be limited by a
pitch-masker which both reduced the effectiveness of signals
by adding noise to their individual components and produced
false pitches through the accidental occurrence of peaks in
the acoustic noise at harmonics of the signal. In terms of the
LSRD model, detections would be based on neural activity at
an LSRD that is topologically arrayed according to complex
pitch. Similarly, the extent to which adjacent elements are
pooled at this level would define the effective bandwidth of
the pitch masker. Unfortunately, without knowing the statis-
tics of the putative pitch masker, one cannot say whether a
J-tone harmonic complex withknownfrequencies would be
better detected on the basis of theJ individual frequencies or
on its complex pitch.

D. Application of the model to multi-tonal complexes
with uncertainty

The situation withJ-tone signals is quite different with
frequency uncertainty. If the individual tones are unrelated,
the best LSRD is still one organized by frequency, only here,
the optimal statistic,Pl i @Eq. ~1!#, is based on theJ highest
individual likelihoods found across all auditory filters in the
range of possible frequencies. However, when the unknown
frequencies in the signal are known to be harmonically re-
lated, albeit with no knowledge of theirf 1 , the superior
strategy is to listen for and respond to the emergence of a
complex pitch. That is because noise alone can produce a
false positive in the pitch domain only if the highest peaks in
the acoustic noise happen to fall into filters related by a com-
mon fundamental frequency. Thus, signal uncertainty should
have less of an effect on performance using a LSRD orga-
nized by complex pitch than one organized by frequency.

The fourth assumption of the model was proposed to
address the asymmetry of cueing described in Sec. I C. Ac-
cording to the model, a missing-fundamental harmonic was a
useful cue for detection off 1 because it specified the single,
appropriate filter for detection at a LSRD organized by fre-
quency. Conversely, cueing was ineffective in the reverse
condition because a single tone does not specify, unambigu-
ously, a single complex pitch. Consider, for example, a tonal

cue of 600 Hz. If treated as part of a complex pitch, it could
thought of as the second harmonic of 300 Hz~an octave!, the
third harmonic of 200 Hz~an octave plus a just-fifth!, or the
fifth harmonic of 120 Hz~two octaves plus a just-major
third!.

E. A test of the LSRD model

While the model offered above would seem to explain
the asymmetry of cueing with sets of harmonics and their
fundamentals, it arose as apost hocanalysis of that result.
The present study was planned as a more rigorous test of the
model, restricting comparisons to stimuli more similar to one
another on features not directly addressed in predictions of
the model. Here, all stimuli would be three-tone complexes
whose frequencies would be either unrelated to one another,
thus offering no complex pitch for detection, or related by a
common fundamental. As discussed in Sec. II D, under con-
ditions of signal uncertainty, the model predicts better per-
formance with harmonic complexes than with the randomly
chosen tones. In line with assumption 4, the cues would also
all be three-tone complexes whose frequencies would be
chosen to ameliorate uncertainty about either the individual
frequencies in the signal, its complex pitch, or both.

III. PROCEDURE

A. Stimulus generation

The experiment compared performance across five con-
ditions, each of which measured the detectability of three-
tone complexes. Frequencies in the signals were different on
every trial, but the levels of the three tones were set to be
equally detectable through reference to an empirically de-
rived, equal-detectability function~EDF!. This function was
found by measuring thresholds for the three subjects at five
frequencies covering the range from 400 to 4725 Hz. A
straight line was fitted to these data in dB/Hz to provide an
approximation to an EDF~Greenet al., 1959; Schlauch and
Hafter, 1991!. When the individual differences between the
subjects proved to be insignificant, a single, averaged EDF
was constructed and used throughout the experiment for all
subjects. Signals were generated digitally, with a sampling
rate of 50 kHz, and played through a locally constructed
16-bit D/A converter and a low-pass filter with a cutoff fre-
quency of 20 kHz and slope of 48 dB/oct~Frequency De-
vices Model 901!.

The continuous wideband masker was produced by an
analog white-noise generator and filtered only by the fre-
quency response of the Stax~SR5! electrostatic headphones.
Its spectrum was essentially flat across the frequency range
of interest. The spectrum level of the noise was 20 dB SPL as
determined with a Hewlett-Packard~3582A! spectrum ana-
lyzer.

B. Psychophysical measurement

Performance was measured in a two-interval, forced-
choice psychophysical~2IFC! task which presented signals
with equal probability in one of two 300-ms intervals. Times
between those two intervals as well as between the cue
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~when present! and the first interval were 250 ms. Durations
of the cues and signals were 300 ms, including 10-ms linear
onset and offset ramps. Each trial was terminated by the
subject’s response and followed by visual feedback that iden-
tified the correct response interval. Proportions of correct
responses,P(C)’s, were obtained over blocks of 50 trials.
Each subject ran at least seven blocks of each condition.
Experimental sessions generally consisted of ten blocks, with
only a single stimulus condition presented within a block.
Before each block, a subject was allowed as many practice
trials as he or she wished, although such practice trials never
exceed ten. All conditions were practiced until performance
seemed stable before the actual experiment began; at that
point, the order of conditions was randomized and each sub-
ject was tested in a different order. Subjects were students at
the University of California, including one of the authors,
KS. All reported normal hearing. Testing was done in a
double-walled, audiometric listening booth.

C. Signals and cues

A single EDF was used to set levels of cues and signals
throughout all five conditions of the experiment. Thus, con-
ditions are compared in units of performance. The five stimu-
lus conditions are described below. In addition, a spectro-
gramlike depiction of a representative trial from each
condition is shown in Fig. 1. In order to save space, the
figure is not drawn to scale and interstimulus intervals are
omitted. Cues, when used, were 6.3 dB higher than the sig-
nals, leaving them weak but clearly audible. To be more
specific, each component in a cue was 6.3 dB higher than the
level of that same frequency if drawn from the EDF used to
generate signals.

1. Condition 1: Random-complex signals: No cues

The idea here was to present useful information only at
an LSRD organized by frequency. To this end, each signal
consisted of three unrelated tones selected at random from a
uniform distribution of frequencies that ranged from 400 to
4725 Hz, with the sole restriction being that the ratio be-
tween adjacent frequencies must exceed 1.10. In the example

shown in Fig. 1, the three unrelated frequencies are 713,
2489, and 3856 Hz. We assumed that this condition would
provide the poorest performance, thus allowing room for im-
provement in conditions with less uncertainty. For this rea-
son, pretesting was used to pick a signal level that would
produce especially weak scores ofP(C);0.60, a value well
below theP(C)50.75 conventionally used to define thresh-
old. The EDF so-chosen was anchored at 500 Hz to 33 dB
SPL, corresponding to a signal-energy-to-noise-power ratio
(E/No) of 7.7 dB. To reiterate, this EDF was then used for
all five conditions.

A subject in condition 1 could, of course, adopt a non-
optimal strategy that ignored the fact that there were three
tones in the signal and respond to magnitudes of the two or
even single largest values ofl across the range of frequen-
cies. In order to see if subjects were doing that, informal tests
were run during the preexperimental period with signals con-
sisting of either one or two randomly chosen tone~s!. Perfor-
mance was lower with only two tones and still lower with
one and, leading us to conclude that subjects in the experi-
ment proper would listen for~at least! three tones.

2. Condition 2: Harmonic-complex signals: No cues

Unlike the case in condition 1, the three tones in these
signals bore a simple harmonic relation to one another. At the
beginning of each trial, a fundamental frequency (f 1) was
selected at random from the range 200 to 675 Hz. The next
six harmonics of that fundamental (2f 1→7 f 1) were com-
puted and, from these, three were selected at random to be
the signal. Thus, no signal containedf 1 , and the harmonic
number of components in the signal differed from trial to
trial. This procedure ensured a minimum ratio between adja-
cent components in the signal of 1.17~7/6!. In the example
in Fig. 1, the randomly chosenf 1 is 525 Hz and the ran-
domly chosen tones in the signal are 2f 1 ~1050 Hz!, 4f 1
~2100 Hz!, and 7f 1 ~3675 Hz!. While the individual compo-
nents were represented by increased energy in the three au-
ditory filters, just as in condition 1, this signal also presented
information potentially useful for detection on the basis of its
complex pitch~525 Hz!. The model predicts higher perfor-

FIG. 1. Time-lines descriptive of five
kinds of trials from the present experi-
ment. In condition 1, uncued signals
were three randomly chosen tones~see
text!. In condition 2, uncued signals
were three harmonics chosen at ran-
dom from the set 2f 1→7f 1 of a ran-
domly chosenf 1 . In condition 3, a
random signal as in condition 1 was
preceded by a cue matched to it in fre-
quencies. In condition 4, a harmonic
signal as in condition 2 was preceded
by a cue matched to it in complex
pitch. In condition 5, a harmonic sig-
nal as in condition 2 was preceded by
a cue matched to it in both frequencies
and pitch.
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mance based on the complex pitches of these signals than on
the three frequencies drawn purely at random in condition 1.

3. Condition 3: Random-complex signals: Cues
matched to the signal’s frequencies

Here, the three frequencies were selected purely at ran-
dom, as in condition 1, but now each trial began with a
three-tone cue made up of the same three frequencies. The
example in Fig. 1 shows both cues and signals at 1295, 3416,
and 4611 Hz. We call these frequency orF cues because, in
terms of the model, their effectiveness should indicate speci-
fication of the appropriate auditory filters at an LSRD orga-
nized by frequency. The prediction here is of performance
better than that found in condition 1.

4. Condition 4: Harmonic-complex signals: Cues
matched to the signal’s pitch

Harmonically related signals here were chosen in the
same way as in condition 2, but each trial now began with a
cue intended to remove uncertainty about the signal’s com-
plex pitch without sharing its elements at a LSR organized
by frequency. For this, the cue was a three-tone harmonically
related complex with the same fundamental as the signal but
composed of different harmonic numbers. Thus, after three
of the components 2f 1→7 f 1 had been designated as the
signal, the remaining three made up the cue. In the example
in Fig. 1, the randomly chosenf 1 was 400 Hz and the ran-
domly selected components for the signal were 2f 1 ~800
Hz!, 4f 1 ~1600 Hz!, and 5f 1 ~2000 Hz!. The cue was made
up of the remaining components, 3f 1 ~1200 Hz!, 6f 1 ~2400
Hz!, and 7f 1 ~2800 Hz!. Again, cues were 6.3 dB higher than
signals. We call these pitch orP cues because, in terms of the
model, their effectiveness would indicate specification of the
appropriate pitch filters at a LSRD organized by complex
pitch. Thus, the prediction is of higher performance than in
condition 2.

5. Condition 5: Harmonic complexes: Cues matched
to the signal’s frequencies and pitch

Signals here were again harmonic complexes chosen as
in conditions 2 and 4. However, the cues were made up of
the same three harmonics as the signals. Thus, in the ex-
ample in Fig. 1, both signals and cues were 2f 1 ~1240 Hz!,
4 f 1 ~2480 Hz!, and 6f 1 ~3720 Hz! of the randomly chosenf 1

~620 Hz!. We call these ‘‘bi-dimensional’’ cues FP because
they presented information about both the individual fre-
quencies in the signal and its complex pitch. The idea was to
see if these cues could enhance performance by cueing both
the individual frequencies as in condition 3and the complex
pitch as in condition 4. If signals at the putative LSRDs were
limited by independent noise, informational enhancement
produced by the FP cues should be additive. Using (d8)2 as
the SDT measure of transmitted information~Green and
Swets, 1966!, the prediction would be that thed8 for condi-
tion 5 should equal the root-mean-square~rms! value of the
d8-values found in conditions 3 and 4.

IV. RESULTS

Results from the individual subjects as well as the aver-
aged means are shown in Table I. The averaged data are also
plotted in Fig. 2 for visualization. The significance of differ-
ences between conditions predicted by the model were tested
through use of individualz-score tests as described in the
Appendix.

A. Detection based on complex pitch

Based on the LSRD, we predicted in Sec. II D that sub-
jects should be better at detecting the harmonically related
complexes in condition 2 than the unrelated complexes of
condition 1. This prediction, C2.C1, proved to be true~see
the Appendix!.

B. Cueing at the level of frequency

Because cues matched in frequency are highly effective
for one-tone signals, one would expect a similar improve-
ment using matched-frequency~F! cues with the unrelated
three-tone signals. This predicted amelioration of frequency
uncertainty, C3.C1, was confirmed~see the Appendix!.

C. Cueing at the level of complex pitch

Results discussed in Sec. IV A suggest that signals in
condition 2 were detected on the basis of an emergent prop-
erty of the relation between their components, a complex

TABLE I. Summaries of the individual scores as well as averages across the
three subjects for the five experimental conditions depicted in Fig. 1. Indi-
vidual performance in proportion correct,P(C), as well as means across
subjects.

Condition Cues Signals Subject 1 Subject 2 Subject 3x̄

C1 Random 0.630 0.597 0.571 0.599
C2 Harmonic 0.702 0.732 0.678 0.704
C3 F Random 0.764 0.788 0.751 0.763
C4 P Harmonic 0.827 0.780 0.765 0.791
C5 FP Harmonic 0.893 0.917 0.913 0.908

FIG. 2. Mean performance in the five conditions described by Table I and
Fig. 1. Data are shown as the proportion of correct responses, averaged
across three subjects. Error bars depict the standard error of the means.
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pitch. Given this, the model suggests that amelioration of
pitch-uncertainty requires use of cues matched in pitch~P!.
This prediction, C4.C2, was also confirmed~see the Appen-
dix!.

D. The effect of bi-dimensional cueing at both LSRDs

Although successful cueing in condition 4 would seem
to indicate thatP cues worked by alleviating uncertainty
about the complex pitch of the signals, theP(C)’s were not
much different from those found with frequency-matched
cues in condition 3. Thus, one could argue that subjects in
condition 4 might have used a knowledge of harmonicity to
determine the frequency off 1 from the cue and then calcu-
lated the tones in the signal for detection at an LSRD orga-
nized by frequency. However, this idea was dispelled by re-
sults with the FP cues in condition 5. If one assumes
independence of the limiting noise at LSRDs organized by
frequency and by complex pitch, performance in condition 5
measured ind8 should reflect the rms sum of thed’s found
with the one-dimensional cues in conditions 3 and 4~Green
and Swets, 1966!. In order to test this hypothesis,P(C) val-
ues from C3 and C4 were converted tod’s using Elliot’s
tables~in Swets, 1964! and used to predict performance with
bi-dimensional cues~FP!:

dFP8 5A@dF8 #21@dP8 #2. ~2!

Predicted values ofdFP8 , converted back intoP(C) for com-
parisons to the obtained data, are presented in Table II. It
shows that the obtained values were actually slightly higher
than those predicted from the combination of information in
Eq. ~2!. While hyper-additivity of this type is not predicted
by classic SDT, one might speculate that the two sources of
information in the FP cues somehow enhanced each other’s
effectiveness. For example, knowing the pitch might have
helped the listener to focus more precisely on the appropriate
elements in an LSRD organized by frequency andvice versa.
Regardless, by showing that performance was as least as
good as that predicted by additivity of cued performance at
the two putative LSRDs, this lends further support to the
hypothesis of independent accessibility to information at
separate LOPs organized by frequency and complex pitch.
Seeking statistical support for the independence-of-cueing
hypothesis, we compared the case where cues carried both
the frequencies and the pitch of the signals to the one in
which the subjects were cued with pitch alone. In support of
independence, C5.C4 also proved to be highly significant
~see the Appendix!.

V. DISCUSSION

A. Detection based on a complex feature of the
signal

We have argued that the special performance found in
conditions 2, 4, and 5 support the notion that the subjective
decision maker had access to neural data at a neural level
that specifically represents complex pitch. While it is diffi-
cult to point to direct evidence of LSR topologically orga-
nized by complex pitch, the musical perception of a sequen-
tial relation between successive notes, e.g., C, C], D, D],
etc., even with missing-fundamental, harmonic complexes,
would seem to suggest one. Furthermore, while direct physi-
ological results of such an organization have been scarce,
studies of the neural code for amplitude modulation and
complex pitch~e.g., Schreiner and Langner, 1988; Langner
et al., 1997! lend credence to its existence, and one expects
that the advent of new brain-imaging techniques will clarify
this important issue in the near future. Interestingly, our pre-
diction of improved detectability of a complex based on the
relation between its tones reflects a more general principle,
namely that detection of any complex signal under stimulus
uncertainty should be better if the judgments are based on
the relationship between its primitive components rather than
on an independent analysis of its primitives alone.

B. Assumptions of the model

Formal assumptions of the LSRD model were made pur-
posefully strong to simplify predictions for the experiments.
While assumptions 1–3 seem well justified by the apparent
usefulness of complex pitch as a dimension for detection, the
assertion in assumption 4 that the shared representation be-
tween cue and signal at the LSRD must be unambiguous was
probably overstated. A softer proposal might say that while
such representation is necessary for maximally effective cue-
ing, a partial relation between the cue and signal could par-
tially reduce the effects of uncertainty. In support of the
softer view, we point to the condition described in footnote 1,
where a five-component, missing-fundamental harmonic se-
quence improved the detectability of a signal set to its fun-
damental frequency, albeit by not as much as a tone of the
same frequency as the signal. While performance with the
missing-fundamental cue was significantly higher than with
no cue at all@P(C)50.835vs 0.68#, it was less than with a
single-tone cue set to the same frequency as the signal
@P(C)50.92# ~Hafter and Schlauch, 1989!. Whether this
was because the multi-tonal cue pointed to additional filters
such at subtharmonics of the fundamental or because it pro-
duced a correct but poorly defined representation at the
LSRD organized by frequency, we simply do not know.

C. An alternative explanation for cueing at the level
of pitch

A reviewer of an earlier submission of this article~Dar-
win, 1995! pointed out a potential confound in our method-
ology that might also have produced an improvement from
condition 1 to 2. He noted that while purely random frequen-
cies in condition 1 were drawn from a distribution whose

TABLE II. Data obtained with bi-level cues as well as predicted results for
condition 5 based on summation of the information conveyed in conditions
2 and 4@see Eq.~1!#.

Subject 1 Subject 2 Subject 3

ObtainedP(C) 0.89 0.92 0.91
PredictedP(C) 0.82 0.86 0.84
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upper boundary was 4725, the harmonically related frequen-
cies in condition 2 were drawn from a distribution whose
trial-by-trial upper limit wasf 7 of a randomly selectedf 1 ,
ranging from 1400 to 4725 Hz. Thus, better performance in
condition 2 might simply have reflected less frequency un-
certainty. Because of this, the second author recruited a new
crew of subjects at the University of Florida to retest the
comparison between conditions 1 and 2 when tones in each
condition were drawn from the same distributions. To this
end, each trial in the revised condition 1 began with the
random choice of a separate, range-setting frequency (f R)
from the same 200 to 675-Hz range used to selectf 1 in
condition 2. Thus, the three unrelated tones for that trial were
drawn at random from the range 2f R to 7f R , the same as for
the related harmonically related tones in condition 2. Con-
cerns that the reduced uncertainty was fully responsible for
the results in Fig. 3 were dispelled when thresholds~from a
tracking procedure! for the new condition 2 were signifi-
cantly lower than those for new condition 1 (p,0.05)2.

D. Failure to find successful cueing of a fundamental
frequency by a matched complex pitch in
‘‘informational masking’’

McFadden~1988! did not find what he called ‘‘period-
icity cueing’’ for the amelioration of ‘‘uncertainty’’ in a case
where the signal was a pure tone and the cue a four-tone
sequence of its harmonics. However, we do not find this
incompatible with the cueing reported here. In McFadden’s
study, the masker was a set of six other tones whose frequen-
cies did not relate in a harmonic fashion to the signal. They
were played in a temporal sequence, three before the signal
and three after it. Because the masker tones were chosen so
as to not affect the auditory filter centered on the signal, his
paradigm falls into a class often referred to as informational
masking, with uncertainty referring to the order of presenta-
tion of the individual tones in the masker. Because Watson
and Kelly ~1981! had shown that masker uncertainty of this
kind depresses performance, McFadden~1988! thought that
presenting the harmonically related cue during the signal in-
terval would reduce the effects of uncertainty and thus in-
crease detection. When this did not turn out to be the case, he
reasoned that ‘‘...one might conclude that periodicity cueing
does exist for sensory masking but not for informational
masking.’’ We agree. From our perspective, a cue chosen to
reduce uncertainty about a signal works by reducing the
number of potential signals to be listened for and hence the
number of filters that must be monitored. Thus, when the
masker changes but the signal is always the same, one should
not expect that cueing the signal would have an effect.

E. The effects of differences in timbre between cues
and signals

The purpose of condition 4 was to see if signals made up
of harmonic complexes would be successfully cued by their
complex pitch if there were no actual frequencies in com-
mon. On first listening to these stimuli when setting up the
experiment, we worried that cueing at the level of complex
pitch might be overshadowed by the large differences be-

tween the timbres of cues and signals. Less problematic, but
still of concern, might be differences between them in pitch
or pitch strength, the worst case being the rare occasion
when a cue was made up of only even harmonics and the
signal only odd. However, these fears proved to groundless
when the three-tone complexes were presented in noise be-
cause at low S/N, the cues and signals sounded remarkably
alike in pitch and timbre, despite the differences in harmonic
numbers. This is reminiscent of the one-tone residue reported
by Houtgast~1976!. He presented three-tone harmonic com-
plexes~not including f 1! as standards and asked subjects to
detect small changes in thef 1 of a three-, two- or one-tone
test signal whose harmonic numbers differed from those of
the standard. He found that while the task could, to a small
extent, be done when the tones were presented in quiet, it
was much easier if they were heard in a background noise.
Indeed, with noise, subjects reported hearing the pitch of the
fundamental in the test signal, even when it had only a single
harmonic. While pattern matching models of pitch~see
Moore, 1997! easily address the commonality of pitch be-
tween cues and signals in our condition 4, they do not speak
to the similarity of timbres at low S/N. However, this seems
less puzzling if one considers that while only three of the
harmonically related filters from 2f 1 to 7f 1 received weak
tones, all of the important harmonically related filters, in-
cluding the one atf 1 , were filled with noise. As such, the
weak tones may be thought of as having acting as seeds,
highlighting a specific complex pitch which then recruited
noise-based energy in all of its first 7 harmonics to produce
essentially the same noisy pitch and timbre, regardless of the
seeded frequencies.

F. Phenomenology and cueing?

An important factor not directly addressed by the model
is the role of phenomenology shared by the cue and signal.
One could postulate that trial-by-trial feedback led subjects
to attend to the appropriate elements in the LSRD without
insisting that the cue and signal sounded alike, but it seems
more plausible that perceived qualities of the cue should
guide the listener both in selection of the appropriate LSRD
and of the best filter in it. Thus, while the simple sounds-like
hypothesis of cueing with its emphasis on conscious aware-
ness of stimulus features seems insufficient for the asymme-
try of cueing found with a fundamental and its harmonics, it
seems equally clear that phenomenology must play an impor-
tant part in focusing the attention on the stimulus dimension
to be monitored during search and detection.

VI. SUMMARY

An important factor in signal detection is the extent to
which the subject knows what the signal will be. When there
is uncertainty about some property of the signal, it is neces-
sary for the subject to monitor more potential filters in the
stimulus domain, raising the probability of more false posi-
tives due to peaks in the masker. Typically, uncertainty is
reduced in the laboratory by offering practice trials, postre-
sponse feedback, and cueing. The present study concentrates
on the latter, that is, on the effects of presenting sensory cues
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that inform the subject what to listen for. In order to stress
the importance of cueing, there was a high degree of signal
uncertainty, with signals differing from one another on every
trial. While it seems obvious to say that successful cueing
must, somehow, elicit an internal representation of the signal
to be detected, this study began in response to an observation
that a complex cue improved the detection of one of its
primitives, but that use of the primitive as a cue had little or
no effect on detection of the complex. The model proposed
to explain this asymmetry notes that complex signals are apt
to be represented at multiple neural sites, some organized
according to such primitive features as acoustic frequency
and others on emergent features, such as complex pitch, de-
rived from interactions between primitives. Based on the ar-
gument that ideal performance requires that the level of
stimulus representation used for detection, or LSRD, should
be the one with the highest S/N, the model predicts that best
performance with a complex signal will occur when it is
detected on the basis of its complex feature. Finally, the
model assumes that successful cueing requires that the cue
and signal share unique neural elements at the LSRD.

Tests of the LSRD model offered here used signals that
were three-tone complexes chosen at random for each trial.
In support of the assumption that complex features would
provide a higher S/N than primitive ones, performance was
weakest in the condition where the three tones bore no rela-
tion to one another, making it necessary to detect them on the
basis of the individual frequencies. Performance improved
when the three tones were related harmonically, providing a
complex pitch as the basis for detection. Cues chosen to test
the final assumption of the model were also three-tone com-
plexes. In support of the argument that they must share rep-
resentation with the signal at the appropriate LSRD, uncer-
tainty about a signal made up of unrelated tones was
ameliorated by a cue that shared its individual frequencies,
while uncertainty about a signal made up of harmonically

related tones was ameliorated by a cue that shared its com-
plex pitch. Finally, in support of the idea of separate and
independent levels of representation for the two types of de-
tection, randomly chosen harmonic complexes were detected
still better if preceded by cues that matched them both in
frequency and in complex pitch.
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APPENDIX

The LSRD model suggests three planned comparisons
based on the argument that complex signals would be more
detectable primitives, C2.C1, and the efficacy of the two
types of cues, C3.C1 and C4.C2. Separate paired com-
parisons were made for the three subjects based on the mini-
mum number of trials~350! collected for each condition.
That is, for themth subject, az-score of the difference be-
tween conditions Y and X was calculated as

z~m,y,x!5
P~C!~m,y!2P~C!~m,x!

A@P~C!~m,y!#@12P~C!~m,y!#1@P~C!~m,x!#@12P~C!~m,x!#
. ~A1!

Results of these analyses are shown in Table AI. Use of a
one-tailed test for the planned comparisons based on prior
theory ~Keppel and Zedeck, 1989! showed that eight of the
nine P(C)-differences were significant (p,0.05), with the
worst case being for subject 2 in C4.C2, where the differ-
ence was marginally insignificant (p,0.07). Indeed, seven
of the nine cases were significant atp,0.01, now exempting
subject 1 in C2.C1 (p,0.02).

For condition 5, where both types of cues were present,
the argument that bi-dimensional cues aided independent
processing of stimuli at the two putative LSRDs is strongly
supported by results in Table II, which show that the amount
of transmitted information, (d8)2 ~Green and Swets, 1966!,
in condition 5 actually exceeded the sum of the (d8)2 values

from the two singly cued conditions. Signals were the same
in conditions 2, 4, and 5, each offering the possibility of
detection on the basis of either frequency or complex pitch.
The ability to use pitch cues with these signals is clearly
shown by the comparison C4.C2. If frequency cueing pro-
vided additional improvement by ameliorating uncertainty
about the individual frequencies, one would expect still
higher performance in condition 5. The comparisons of
C5.C4 shown in the fourth row of Table AI were significant
for all subjects (p,0.01).

1Hafter et al. ~1992! reported a case in which detections of randomly cho-
sen, pure tone signals of frequencyf 1 were tested alone and when preceded
either by a single-tone cue of the same frequency or by sets cues made up

TABLE AI. Subject-by-subject planned comparisons between conditions
~see text of the Appendix!.

Conditions
compared Subject 1 Subject 2 Subject 3

C2.C1 2.0254 3.8216 2.9410
C3.C1 3.8990 5.5966 5.1237
C4.C2 3.9401 1.4808 2.5797
C5.C4 2.5277 5.1497 5.4384
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of five harmonics 2f 1→6f 1 or 3f 1→7f 1 of the signal. The proportion of
correctly identified signals in a two-alternative, forced choice task was 0.68
with no cueing, 0.92 with a same-frequency cue, and an in-between value
of 0.835 with the complex cue.

2As noted in Sec. V C, conditions 1–4 were repeated using the same limited
range of frequencies for randomly drawn frequencies harmonically related
signals. Data from three subjects were collected using a two-down, one-up
tracking procedure~16 reversals! to produce four to eight tracks per sub-
ject. Thresholds obtained in that way are not directly comparable toP(C)
values in the main experiment, but the same basic effect accrued. Relative
to the case with purely random tones~condition 1!, the average threshold
for harmonically related tones~condition 2! was 20.66 dB; for random
tones cued by the same frequencies~condition 3! it was 22.28 dB; for
harmonically related signals cued by the other three harmonics~condition
4! it was 4.05 dB.
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The recognition of 10 different 16-note melodies, constructed using either dichotic-pitch stimuli or
diotic pure-tone stimuli, was measured. The dichotic pitches were created by placing a
frequency-dependent transition in the interaural phase of a noise burst. Three different
configurations for the transition were used in order to give Huggins pitch, binaural-edge pitch, and
binaural-coherence-edge pitch. Forty-nine inexperienced listeners participated. The melodies
evoked by the dichotic stimuli were consistently identified well in the first block of trials, indicating
that the sensation of dichotic pitch was relatively immediate and did not require prolonged listening
experience. There were only small improvements across blocks of trials. The mean scores were 97%
~pure tones!, 93% ~Huggins pitch!, 89% ~binaural-edge pitch!, and 77%~binaural-coherence-edge
pitch!. All pairwise differences were statistically significant, indicating that Huggins pitch was the
most salient of the dichotic pitches and binaural-coherence-edge pitch was weakest. To account for
these differences in salience, a simulation of lateral inhibition was applied to the recovered spectrum
generated by the modified equalization cancellation model@J. F. Culling, A. Q. Summerfield, and D.
H. Marshall, J. Acoust. Soc. Am.103, 3509–3526~1998!#. The height of the peak in the resulting
‘‘edge-enhanced’’ recovered spectrum reflected the relative strength of the different dichotic pitches.
© 2001 Acoustical Society of America.@DOI: 10.1121/1.1390336#

PACS numbers: 43.66.Pn, 43.66.Hg, 43.66.Ba, 43.75.Cd@SPB#

I. INTRODUCTION

Since Cramer and Huggins’~1958! pioneering research,
it has been known that pitch sensations can be created by the
binaural interaction of noise stimuli. These ‘‘dichotic
pitches’’ are analogous to the visual objects that can be seen
in random-dot stereograms~e.g., Julesz, 1971!; the stimulus
at each ear gives no pitch sensation, but, when presented
binaurally, disparities between the two ears lead to the per-
ception of pitch. We report below a study of the recognition
of melodies produced using three types of dichotic-pitch
stimulus and also using pure tones.

The types of dichotic-pitch stimulus used were the
‘‘Huggins pitch’’ ~Cramer and Huggins, 1958!, the
‘‘binaural-edge pitch’’~Klein and Hartmann, 1981!, and the
‘‘binaural-coherence-edge pitch’’~Hartmann, 1984; Hart-
mann and McMillon, 2001!. For all of the stimuli, the pres-
ence of a single frequency-dependent transition in the inter-
aural phase of a broadband noise gives rise to the perception
of pitch. This percept is similar to that of a pure, although
faint, tone. These transitions are illustrated schematically in
Fig. 1. In a Huggins-pitch stimulus~left panel! the interaural
phase changes progressively from 0 to 2p ~equivalent to 0!
radians across a narrow frequency region. The width of this
region has sometimes been varied in previous studies; here,
we use a fixed value of 16% of the center frequency of the
transition.1 In a binaural-edge-pitch stimulus~middle panel!

the interaural phase changes abruptly from 0 top radians. In
a binaural-coherence-edge-pitch stimulus~right panel! the
interaural phase changes abruptly from 0 radians to a random
value. Although variations of these dichotic-pitch stimuli
have been reported, differing in the interaural phase of the
carrier noise in the case of Huggins pitch or the spectral
direction of the transition in interaural phase in the case of
the two edge pitches, we deal here only with the ‘‘prototypi-
cal’’ variations shown in Fig. 1.

The value of the perceived pitch has been measured by
asking listeners to match the pitch using a pure tone of ad-
justable frequency. For Huggins pitch, the matching fre-
quency is commonly found to be equal to the center fre-
quency of the transition~e.g., Culling et al., 1998!. For
binaural-edge pitch, Klein and Hartmann~1981! found that
the distribution of matching frequencies was bimodal, with
one peak slightly above and the other peak slightly below the
transition frequency. Subsequent measurements conflict with
this result, however, indicating a unimodal distribution with
a peak centered on the transition frequency~Frijns et al.,
1986; Cullinget al., 1998!; at present there is no agreement
as to whether the distribution is bimodal or unimodal. For the
particular variation of binaural-coherence-edge pitch used
here, Hartmann and McMillon~2001! found a unimodal dis-
tribution, but with a peak placed approximately 5%–10%
above the transition frequency.

Theories differ as to the nature of the binaural process-
ing that creates the sensation of pitch from the transition in
interaural phase~e.g., Licklider, 1959; Durlach, 1962; Klein

a!Author to whom correspondence should be addressed; electronic mail:
maa@biols.susx.ac.uk
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and Hartmann, 1981; Raatgever and Bilsen, 1986; Culling
et al., 1998; Akeroyd and Summerfield, 1999!. The two most
developed models of dichotic pitch are the central-spectrum
model~e.g., Raatgever and Bilsen, 1986; Frijnset al., 1986!
and the modified-equalization-cancellation model~e.g., Cull-
ing et al., 1998!. In both of these models, the sensation of
pitch is assumed to be produced by a peak in a spectrum
calculated on the basis of binaural cues, but the method of
determining this ‘‘binaural spectrum’’ differs across models.
The sensation of a dichotic pitch is assumed to be due to the
presence of a peak in the binaural spectrum, by analogy with
the peak in a monaural excitation pattern created by a pure-
tone stimulus. As the purpose of this study was not to test
experimentally the different models of dichotic-pitch sensa-
tion, for simplicity we limit the present discussion to the
modified-equalization-cancellation model.

Two operations are fundamental to this model. First, the
signals at each ear are passed through an array of auditory
filters. Second, processes of equalization~of overall differ-
ences in interaural time and intensity! and then cancellation
are applied to each filter output, with the goal of minimizing
the power of the remainder after cancellation~Durlach,
1972!. The minimum value of the power is termed the ‘‘re-
sidual activation.’’ The model allowsindependenttime de-
lays to be used in each filter channel when applying the time
equalization. The result is a spectrum of residual activation
versus frequency and is termed the ‘‘recovered spectrum.’’
Figure 2 shows example recovered spectra for the three types
of dichotic-pitch stimuli used here, each with a transition

frequency of 500 Hz~the computational details of the calcu-
lation of these spectra are reported in Sec. IV below!. For
both the Huggins-pitch stimulus~solid line! and the binaural-
edge-pitch stimulus~dotted line!, there is a single peak at the
transition frequency. For the binaural-coherence-edge-pitch
stimulus~dashed line!, there is instead a high-pass recovered
spectrum with a sloping edge. It is presumed that a process
of lateral inhibition is applied to the edge in the recovered
spectrum, so creating a single peak placed slightly above the
transition frequency.

It seems reasonable to assume that the strength of the
pitch sensation is related to the height of the peak in the
recovered spectrum. If so, binaural-edge pitch should be
slightly weaker than the version of Huggins pitch used here.
~Culling et al., 1998, Fig. 4, showed that the height of the
peak in the recovered spectrum of Huggins pitch is depen-
dent upon the bandwidth of the transition in interaural phase.
The present simulations were based on the same bandwidth,
16%, as used in our experiment.! A quantitative prediction of
the strength of binaural-coherence-edge pitch cannot be
made without a function representing the amount of lateral
inhibition. It would seem reasonable, nevertheless, to expect
that a peak introduced by this extra stage of processing
would not be as large as a peak directly present in the recov-
ered spectrum for the Huggins-pitch and binaural-edge-pitch
stimuli. Hence, binaural-coherence-edge pitch should be
weaker than the other two pitches.

One way of estimating the strength of a dichotic pitch is
by adjusting the signal-to-noise ratio of a pure tone presented

FIG. 1. Interaural phase difference plotted as a function of frequency for the three types of dichotic-pitch stimulus. The transition frequency was 500 Hz in
each case. Each dot represents the interaural phase difference of one frequency component~spacing53.3 Hz!. Note that the interaural phase difference for the
binaural-coherence-edge pitch~abbreviated to ‘‘BICEP’’! stimulus was random above the transition frequency and thus would have differed in each of the
experimental stimuli from that plotted. The interaural amplitude difference of all the frequency components was zero, apart from the frequency components
higher than the transition frequency in the BICEP stimulus, for which the interaural amplitude difference was random.

FIG. 2. Recovered spectra for a Huggins-pitch stimulus
~solid line!, binaural-edge-pitch stimulus~dotted line!
and binaural-coherence-edge-pitch stimulus~dashed
line!. The calculations underlying the spectra are sum-
marized in Sec. IV.
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in noise so as to match the pitch strength. Klein and Hart-
mann~1981! reported that the strength of binaural-edge pitch
was slightly greater than that of Huggins pitch, although the
differences between the two pitches were small and some-
what variable across frequency. We know of no equivalent
measurements of the strength of binaural-coherence-edge
pitch, although Hartmann and McMillon~2001! asked their
listeners to make informal comparisons of the two pitches.
They reported that a subset of their listeners found binaural-
edge pitch to be the stronger, although none reported a
‘‘striking’’ ~p. 303! difference in strength. An indirect esti-
mate can be obtained from the variability in pitch matches.
Hartmann and McMillon~2001! reported a standard devia-
tion of approximately 3% of the transition frequency for
binaural-coherence-edge pitch. This value is only slightly
greater than the value of approximately 2% reported by Fr-
ijns et al. ~1986! for binaural-edge pitch, suggesting that,
within the margins of error, the two edge pitches may have
about the same pitch strength. However, the possibility of
individual differences in matching accuracy makes it difficult
to draw firm conclusions from comparisons across studies.

The first question addressed by this study was: do the
three types of dichotic pitch differ in salience, as might be
expected on the basis of the above arguments? To answer
this question, we used a melody recognition task. We were
also interested in the salience of dichotic pitches relative to
the clear pitches produced by pure-tone stimuli. Therefore
we included a set of melodies produced by sequences of pure
tones.

The second question of interest was: are dichotic pitches
perceived without extensive training or does their perception
require prolonged experience? To answer this question, we
measured the degree to which melody recognition improved
across blocks of trials. The experiment was conducted as part
of a practical class, hence allowing a relatively large group
~49! of inexperienced listeners to participate.

II. METHOD

A. Stimuli

The stimuli were created using MATLAB. Each stimu-
lus consisted of a melody defined by a train of 16 notes of
300-ms duration, with each note separated by a silence of
100-ms duration. Ten melodies were used; they were the

same as those used by Moore and Rosen~1979!. They were
based on well-known melodies, but were modified by slight
distortions of the rhythm so as to consist of 16 equal-
duration notes. These modifications required long-duration
notes to be split into two or more equal-duration shorter
notes. Moore and Rosen reported that their listeners did not
find the modifications to be particularly disturbing. The fre-
quencies corresponding to the notes in each melody are listed
in Table I. The minimum, mean, and maximum frequencies
were, respectively, 524 Hz (5C5), 707 Hz ('F5), and 1046
Hz (5C6). Pilot experiments indicated that the chosen fre-
quency range gave clear sensations of dichotic pitch, at least
for experienced listeners.

In the pure-tone condition, each individual note in a
melody was a tone burst with a frequency equal to that of the
note. The pure-tone stimuli were presented diotically. In the
three dichotic-pitch conditions, each individual note in a
melody was a burst of dichotic bandpass noise which con-
tained an interaural phase transition centered on the fre-
quency of the note. Each dichotic-pitch stimulus was created
in the spectral domain by rectangular filtering~0–4000 Hz
passband! two matched 6000-point buffers representing the
left and right channels of a diotic Gaussian noise sampled at
20 000 Hz. The phases of frequency components in the spec-
tral buffer representing one channel were then modified. For
each Huggins-pitch stimulus, a linear shift of 0 to 2p radians
was added to the phases for frequency components from 8%
below to 8% above the frequency of the note. For each
binaural-edge-pitch stimulus, a shift ofp radians was added
to the phase of frequency components above the frequency
of the note. For each binaural-coherence-edge-pitch stimu-
lus, the amplitude and phase of frequency components above
the frequency of the note in one spectral buffer were gener-
ated independently of those in the other spectral buffer. Sub-
sequently the signal waveforms for the left and right chan-
nels were created by applying an inverse discrete Fourier
transform to the two spectral buffers. A 30-ms raised-cosine
ramp was applied to the onset and offset of each note. The
melodies were recorded onto CD~R! for presentation to lis-
teners using Sennheiser HD-414 earphones. All the ear-
phones were driven in parallel from the same amplifier. The
overall level of the stimuli was about 70 dB SPL at each ear.

TABLE I. The frequencies of each of the 16 notes forming the 10 melodies used in the experiment.

Name of melody

Frequency of Note

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Au Clair de la Lune C5 C5 C5 D5 E5 E5 D5 D5 C5 E5 D5 D5 C5 C5 C5 C5

Frere Jacques C5 D5 E5 C5 C5 D5 E5 C5 E5 F5 G5 G5 E5 F5 G5 G5

Twinkle, Twinkle Little Star C5 C5 G5 G5 A5 A5 G5 G5 F5 F5 E5 E5 D5 D5 C5 C5

This Old Man F5 D5 F5 F5 F5 D5 F5 F5 G5 F5 D5
# D5 C5 D5 D5

# D5
#

God Rest Ye Merry Gentlemen D5 D5 A5 A5 G5 F5 E5 D5 C5 D5 E5 F5 G5 A5 A5 A5

Yankee Doodle F5 F5 G5 A5 F5 A5 G5 C5 F5 F5 G5 A5 F5 F5 E5 E5

Good King Wenceslas F5 F5 F5 G5 F5 F5 C5 C5 D5 C5 D5 E5 F5 F5 F5 F5

Chimes of Big Ben A5 F5 G5 C5 C5 G5 A5 F5 A5 F5 G5 C5 C5 G5 A5 F5

Lead Us Heavenly Father Lead Us C5 E5 G5 G5 A5 G5 F5 E5 E5 F5 G5 C5 E5 D5 C5 C5

Bobby Shaftoe F5 F5 F5 A5
# A5 C6 A5 F5 C5 C5 C5 F5 E5 G5 E5 C5
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B. Procedure

The listeners were trained using a two-stage method.
First, they received training to help them learn the name of
each melody. Each of the 10 melodies, played with the pure-
tone stimuli, was presented twice. Second, they received
training to help them hear the pitches associated with each
type of stimulus. They heard each of the 10 melodies, pre-
sented twice, first played with the Huggins-pitch stimuli,
then with the binaural-edge-pitch stimuli, and finally with the
binaural-coherence-edge-pitch stimuli. Throughout all of the
training the name of a melody~also recorded on the CD! was
announced before its presentation.

The test phase of the experiment was divided into four
blocks. In each block, listeners heard each of the 40 possible
combinations of melody and type of stimulus, presented in a
random order~the ordering was constrained so that neither
the same melody nor the same type of stimulus were pre-
sented in successive trials!. They were required to identify
each melody immediately after its presentation and to write
their identifications on a score sheet. Feedback~the name of
the tune! was provided after a delay of four seconds. The
listeners scored their own responses as the experiment pro-
ceeded, and the response sheets were later checked for accu-
racy by the experimenters.2

Forty-nine undergraduate students enrolled at the Uni-
versity of Cambridge participated as listeners. The results
reported below are based on the responses of 44 listeners, as
responses were excluded for one listener who had a self-
reported hearing loss and for four other listeners because
they performed perfectly~the exclusion of these four sets of
results does not affect the statistical analyses reported be-
low!.

III. RESULTS AND DISCUSSION

The mean scores across listeners are shown in Fig. 3.
The symbols indicate the identification scores for the pure-
tone stimuli ~squares!, Huggins-pitch stimuli ~circles!,
binaural-edge pitch stimuli~upward-pointing triangles!, and
binaural-coherence-edge-pitch stimuli~downward-pointing
triangles!. There was no consistent pattern in the identifica-
tion scores for the different melodies. Although some listen-

ers showed patterns of errors indicating difficulty with spe-
cific melodies, these patterns were not consistent across
listeners. Overall, each of the melodies was about equal in
identifiability.

Three major outcomes can be identified. First, for all the
types of stimuli, the identification scores improved from
block 1 to block 2 and thereafter remained relatively stable.
A Wilcoxon matched-pairs signed-ranks test~Siegel and Cas-
tellan, 1988!, calculated on the mean responses across the
four types of stimulus, showed that mean scores for blocks 1
and 2 differed significantly~T539, N532; p,0.005! but
that scores for blocks 2 and 3 or for blocks 3 and 4 did not
differ significantly ~T5184, N534, p.0.05; andT5249,
N532, p.50.05, respectively!. The initial improvement
suggests a small practice effect. We believe that it represents
an improvement in learning to attach names to the melodies,
because the effect occurs for the pure-tone stimuli also,
whose pitches were presumably clear and easily identified.

Second, the identification scores were consistently high
in the first block for the three types of dichotic pitch stimu-
lus. The high performance was especially noteworthy for the
Huggins-pitch stimuli and binaural-edge-pitch stimuli, for
which 41 out of 44 subjects scored better than 60% on the
first block of trials~chance corresponds to 10%!. This result
supports the notion that the sensation of dichotic pitch is
relatively immediate and does not require prolonged experi-
ence. Furthermore, the pitch appears to be ‘‘musical,’’ in that
it readily supports melody recognition. It is of interest that
the static interaural differences present in our stimuli were
sufficient to support melody recognition. This contrasts with
recent results of Culling~2000!, obtained using stimuli simi-
lar to those of Kubovyet al. ~1974!. The latter presented
eight continuous sinusoids to each ear, via earphones. The
sinusoids had frequencies corresponding to the notes in a
musical scale. Seven of the sinusoids were delayed by 1 ms
at one ear. The remaining sinusoid was delayed by 1 ms at
the other ear, with the result that this component had an ITD
that was shifted by 2 ms from the ITDs of the other compo-
nents. The shifted component was heard to stand out percep-
tually. A sequence of ITD shifts in different components was
clearly heard as a melody. This melody was completely un-
detectable when listening to the input to one ear alone.
Kubovy et al. interpreted their results as indicating that dif-
ferences in relative phase at the two ears can allow an audi-
tory ‘‘object’’ to be isolated in the absence of any other cues.
However, Culling presented evidence that the transitions in
interaural phase were the dominant cue allowing melody rec-
ognition. Static differences in interaural phase were found to
be a weak cue ‘‘that only a subset of listeners were able to
exploit’’ ~Culling, 2000, p. 1768!. Our results indicate that,
for noise stimuli, static differences in the interaural phase can
be used for melody recognition by the great majority of rela-
tively untrained subjects.

The third major outcome was that identification scores
differed across the four types of stimulus. The rank ordering
~of highest scores to lowest scores! was: pure tones, Huggins
pitch, binaural-edge pitch, and binaural-coherence-edge
pitch. This ordering was observed in each of the four blocks
as well in the across-block mean. Furthermore, the ordering

FIG. 3. Mean percentage of correct identifications in each of the four blocks
of the test phase of the experiment for each type of pitch. The chance level
is 10%. ‘‘BEP’’ is used as an abbreviation for binaural-edge pitch and
‘‘BICEP’’ is used as an abbreviation for binaural-coherence-edge pitch.
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was the same or similar in the individual scores for each
listener; almost every listener scored worst for the binaural-
coherence-edge-pitch stimuli. Table II reports the results of a
set of Wilcoxon matched-pairs signed-ranks tests, which
show that each of the six pairwise differences between the
types of stimuli was statistically significant.

This outcome suggests that all of the pitch sensations
produced by the dichotic-pitch stimuli are less salient than
the pitch sensation produced by pure-tone stimuli. Further-
more, of the three types of dichotic pitch, Huggins pitch is
the most salient, binaural-edge pitch is intermediate, and
binaural-coherence-edge pitch is the weakest. This conclu-
sion is further supported by the result that some of the lis-
teners made errors in identification of the binaural-
coherence-edge-pitch stimuli but made no errors for the
other stimuli. These results are broadly consistent with the
analysis described in the Introduction based upon the modi-
fied equalization-cancellation model and shown earlier in
Fig. 2. However, to make the analysis more rigorous, a
model of edge enhancement must be developed in order to
account for the existence of the binaural-coherence-edge
pitch. This is done in the next section.

It should be noted that there is nothing in the following
model of edge enhancement that requires the use of there-
coveredspectrum generated by the modified equalization-
cancellation model. It could also be applied to the spectrum
of binaural activity, at a fixed internal time delay, generated
by the central-spectrum model~e.g., Raatgever and Bilsen,
1986; Frijnset al., 1986!, or it could also act an implemen-
tation of the~nonmodified! equalization-cancellation expla-
nation of binaural-coherence-edge pitch~Hartmann and Mc-
Millon, 2001!. We expect that these models will give similar
results, but may require different values of the free parameter
that determines the relative magnitudes of the spectrum and
the edge enhancement. For simplicity, however, and also be-
cause the purpose of the present study was not to compare
experimentally the various models, we limit the analysis to
the recovered spectrum.

IV. A MODEL OF EDGE ENHANCEMENT

Figure 2 shows the recovered spectra for the three types
of dichotic pitches used in the experiment. The recovered
spectra were calculated as follows. First, bursts of each
dichotic-pitch stimulus were synthesized, each of 300-ms du-
ration and 40-dB spectrum level. The parameters of the tran-
sition in interaural phase defining the dichotic pitches were

the same as those used in the experiment, with the modifica-
tion that the transition frequency was fixed at 500 Hz. The
left and right waveforms of the stimuli were passed through
matched 41-channel gammatone filterbanks coded in
MATLAB ~Pattersonet al., 1995; Slaney, 1998!, with center
frequencies ranging from two equivalent rectangular band-
widths ~‘‘ERBs,’’ Glasberg and Moore, 1990! below 500 Hz
to 2 ERBs above 500 Hz and with filters spaced at 0.1-ERB
intervals. The output of each filter was then passed through a
model of a high-spontaneous-rate fiber, with a threshold of
45 dB, that computed the probability of firing~Meddiset al.,
1990, Table II!. The equalization and cancellation processes
were combined by subtracting the probability of fiber output
for a left channel from the probability of fiber output for the
corresponding right channel, as a function of a time delay
applied to one channel. Of the set formed by the remainder-
after-cancellation at each of the time delays, the remainder
with the smallest mean value was measured. This process
was repeated for each frequency channel, so giving the re-
covered spectrum of the residual activation as a function of
frequency. The recovered spectra shown in Fig. 2 are means
across 25 independent bursts of each dichotic-pitch stimulus.

As may be seen, the mean recovered spectrum of the
binaural-coherence-edge-pitch stimuli~dashed line! shows a
sloping edge rather than a peak. Next, we describe a model
for generating a peak in this spectrum. This model is effec-
tively a computational implementation of a process of lateral
inhibition applied to the recovered spectrum. Illustrations of
the operation of lateral inhibition, applied to a sloping edge
like that seen in the recovered spectrum for binaural-
coherence-edge pitch, can be found in von Be´késy ~1959,
Fig. 8! and Small and Daniloff~1967, Fig. 5!. The model is
based on extracting the second derivative~i.e., the curvature!
of the recovered spectrum and inverting its sign. In the tran-
sition from a low-level flat portion of the recovered spectrum
to a rising edge, the curvature is positive, so the inverse is
negative. In the transition from a rising edge to a high-level
plateau, the curvature is negative, so the inverse is positive.
Thus, the inverse of the curvature has the appropriate prop-
erties for simulating the effects of lateral inhibition.

In detail, the first-order derivatives of the recovered
spectrum were calculated using

drz

dz
5r z2r z21 , ~1!

and then the second-order derivatives were calculated using

TABLE II. Results from a group of Wilcoxon matched-pair signed-rank tests applied to each pairwise com-
parison of the types of stimuli. In each test the value ofT was less than the critical value ofT required for a
significance level of 0.0083~used as it is equal to the conventional significance level of 0.05 divided by 6,
which was the number of tests!; thus each comparison shows a statistically significant effect. ‘‘BICEP’’ is used
as an abbreviation for ‘‘binaural coherence edge pitch.’’

Type of stimulus Pure tone

Type of stimulus

BICEPHuggins pitch Binaural-edge pitch

Pure tone —
Huggins pitch T538, N532 —
Binaural-edge pitch T50, N532 T572, N532 —
BICEP T57, N542 T514, N542 T563, N544 —
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d2r z

dz2 5
drz11

dz
2

drz

dz
5r z1122r z1r z21 , ~2!

wherez is the frequency coordinate~i.e., the channel num-
ber!, and r z is the level of the recovered spectrum~i.e., the
residual activation! in thezth frequency channel. It should be
remembered that the separation of the frequency channels is
0.1 ERBs and so the denominator in these two equations is
also 0.1 ERBs. Next, minor fluctuations in the second-order
differences were smoothed by averaging the values across
64 adjacent channels, corresponding to60.4 ERBs:

S d2r z

dz2 D 5
1

41411 (
z24

z14
d2r z

dz2

5 1
9~r z152r z142r z241r z25!. ~3!

We refer to the function defined by Eq.~3! as the ‘‘edge-
enhancement function.’’ This function was then inverted in
sign, scaled, and added to the original recovered spectrum so
as to simulate the process of lateral inhibition, giving an
‘‘edge-enhanced recovered spectrum.’’ The value of the scal-
ing factor is a free parameter in the model; here a value of 50
was chosen so as to give a peak of reasonable height in the
edge-enhanced recovered spectrum for the binaural-
coherence-edge-pitch stimuli. The edge-enhanced recovered
spectrum,Ez , is thus given by

Ez5r z250S d2r z

dz2 D . ~4!

One consequence of choosing a factor of 50 was that, in the
final edge-enhanced recovered spectrum, both the original
recovered spectrumr z and the edge-enhancement function
@Eq. ~3!# each contribute 50% of the value of the peak of
Huggins pitch, although the results are insensitive to the ex-
act value of the constant.

Figure 4 shows the results of applying each step of this
‘‘edge-enhancement’’ model to the recovered spectra of the
three dichotic-pitch stimuli considered here. In each panel,
the solid line represents Huggins pitch, the dotted line repre-
sents binaural-edge-pitch, and the dashed line represents
binaural-coherence-edge pitch. Panel A shows the same re-
covered spectra that were illustrated in Fig. 2. Note that there
are clear peaks in the functions for Huggins pitch and
binaural-edge pitch but not for binaural-coherence-edge
pitch. Panel B shows the first-order differences@see Eq.~1!#
and panel C shows the unsmoothed second-order differences
@see Eq.~2!#. Note that, for both Huggins pitch and binaural-
edge pitch, the peak in the recovered spectrum near 600 Hz
corresponds to a value for the first difference that is approxi-
mately zero and to a value for the second difference that is a
local minimum. Panel D shows the smoothed second-order
differences; i.e., the edge-enhancement function@see Eq.
~3!#. Note that the smoothing process has removed the minor
fluctuations that result from the randomness inherent to all
noise stimuli. Last, panel E shows the edge-enhanced recov-
ered spectrum@see Eq.~4!#. Note that, for Huggins-pitch and
binaural-edge pitch, the frequency location~and the relative
height! of the peak in the recovered spectrum is preserved,

but for binaural-coherence-edge pitch, a peak is present in
the edge-enhanced recovered spectrum that was not present
in the original recovered spectrum.

There are two effects in panel E of Fig. 4 that are of
interest. First, the frequency location of the peak in the edge-
enhanced recovered spectrum for binaural-coherence-edge
pitch is at approximately 540 Hz. This frequency corre-
sponds to a shift of about 8% above the transition frequency
of 500 Hz. Such a magnitude of shift is compatible with
Hartmann and McMillon’s~2001! measurements of the value
of the perceived pitch for binaural-coherence-edge pitch.

Second, the magnitude of the peak in the edge-enhanced
recovered spectra is greatest for Huggins pitch, marginally

FIG. 4. The results from each step of the ‘‘edge-enhancement’’ model. Panel
A shows the recovered spectra for a Huggins pitch stimulus~solid line!,
binaural-edge-pitch stimulus~dotted line!, and binaural-coherence-edge-
pitch stimulus~dashed line!; these are the same as those illustrated in Fig. 2.
Panel B shows the first-order differences@see Eq.~1!#. Panel C shows the
unsmoothed second-order differences@see Eq.~2!#. Panel D shows the
smoothed second-order differences; i.e., the edge-enhancement function@see
Eq. ~3!#. Panel E illustrates the edge-enhanced recovered spectrum@see
Eq. ~4!#.
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smaller for binaural-edge pitch, and distinctly smaller for
binaural-coherence-edge pitch. This ordering of the peak
heights resembles the pattern of results in our experiment
and is consistent with the assumption that the strength of
these dichotic pitches is related to the height of the peak in
the enhanced recovered spectrum. It should be noted, how-
ever, that this effect is partially determined by the value of
the free parameter used in Eq.~4!; our choice of 50 was
chosen, in part, to obtain this ordering of the three dichotic-
pitch stimuli.

V. SUMMARY

~1! We measured identifiability of melodies created us-
ing three types of dichotic-pitch stimuli~Huggins pitch,
binaural-edge pitch, binaural-coherence-edge pitch! as well
as using pure-tone stimuli. The identification scores were
consistently high for all of the dichotic-pitch stimuli, demon-
strating that the pitch sensations evoked by dichotic-pitch
stimuli are ‘‘musical.’’

~2! The identification scores were high for the dichotic-
pitch stimuli even in the first block of testing, indicating that
the sensation of dichotic pitch is relatively immediate and
does not require prolonged experience.

~3! Differences in identification scores were observed
for the three types of dichotic pitch, Huggins pitch giving the
highest scores and binaural-coherence-edge pitch the lowest
scores. These differences are consistent with analyses based
upon the modified equalization-cancellation model of di-
chotic pitch, extended to include a model for enhancement of
edges in the recovered spectrum. The data are consistent with
the idea that the strength of a dichotic pitch is related to the
height of a peak in the enhanced recovered spectrum.
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gins, the interaural phase shift is constructed using an analog all-pass filter.
If, like in the present experiment, the stimuli are constructed digitally in the
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width of 16% thus corresponds to 8% in Cramer and Huggins’ terminology.
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correct answer was given, and then to mark the response as correct or
incorrect with a tick or a cross. The experimenter checked that they were
doing this as the experiment proceeded. The response sheets were subse-
quently checked to ensure that the ticks and crosses correctly reflected the
tune names that were written down. This was always the case.
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This article addresses how a consideration of peripheral auditory processing can help to understand
experiments concerning binaural precedence that employ successive binaural transients. It appears
that much of the patterning of the behavioral data is amenable to an explanation based on peripheral
interactions that result from auditory filtering and the functioning of auditory hair cells in
combination with a binaural model based on cross correlation. A noteworthy aspect of this approach
is that it does not include inhibitory mechanisms like those commonly invoked to explain binaural
precedence. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1390339#

PACS numbers: 43.66.Pn, 43.66.Ba, 43.66.Rq, 43.66.Qp@SPB#

I. INTRODUCTION

In their classic earphone study concerning what they
termed the ‘‘precedence effect,’’ Wallachet al. ~1949! em-
ployed pairs of successive binaural transients~or ‘‘clicks’’ !.
The word precedence was used to connote their finding that
the interaural temporal differences~ITDs! conveyed by the
first binaural pair of transients dominated the intracranial lo-
cation of the unitary image produced by the composite
stimulus. Since then, many investigators have employed suc-
cessive transients in order to investigate a wide variety of
stimuli and phenomena that are now collectively referred to
as studies of ‘‘binaural precedence’’~e.g., Zurek, 1980; Yost
and Soderquist, 1984; Aoki and Houtgast, 1992; Houtgast
and Aoki, 1994; Shinn-Cunninghamet al., 1995; Tollin and
Henning, 1998, 1999!. The important empirical and theoret-
ical findings can be found in three comprehensive reviews
~Zurek, 1987; Blauert, 1997; Litovskyet al., 1999!. Those
reviews contain information concerning the precedence ef-
fect, in particular, and binaural information processing, in
general.

The relative dominance of the first binaural pair of tran-
sients has been explained by inferring that the binaural infor-
mation conveyed by the second pair of binaural transients~or
the ‘‘echo’’! is somehow suppressed or physiologically in-
hibited. In fact, it is now common to find words like ‘‘inhi-
bition’’ and ‘‘echo suppression’’ within descriptions and ex-
planations of the variety of phenomena covered by ‘‘the
precedence effect’’~e.g., Lindemann, 1986a, b; Zurek, 1987;
Litovsky et al., 1999!. This point of view differs from that of
Wallach et al. ~1949! who were careful to differentiate be-
tween the dominant role in localization played by the first-
arriving sounds and the suppression of echoes.

The principal purpose of this report is to point out, de-
scribe, and evaluate how monaural, peripheral, auditory pro-
cessing may affect behavioral data obtained in binaural ‘‘pre-
cedence’’ experiments in which ITDs are conveyed by
successive pairs of binaural transients. For example, we
show that, when the time between the pairs of transients

within a single ear or channel is below 2 to 3 ms, as is the
case in many of the experiments under discussion, relevant
peripheral interactions can occur within an auditory filter.
Such interactions result in internal, effective ITDs@and, con-
comitantly, interaural intensitive differences~IIDs!# that are
different from those imposed on the external stimuli. Such
interactions occur when the time between the monaural in-
puts is effectively shorter than the reciprocal of the band-
width of the auditory filter ~see Jeffress and McFadden,
1968!. Our approach also incorporates compression and ad-
aptation as characterized by the Meddis hair cell model
~Meddis, 1986!.

We show that such peripheral interactions are mani-
fested in the binaural cross correlation of the stimuli and that
the across-frequency averaged cross correlation can account
for the forms of the data obtained in precedence experiments
that employ transient or ‘‘short’’ stimuli separated by 1 ms or
so, a time short enough to produce only one intracranial im-
age.

A noteworthy feature of this new approach is that it does
not rely on any central inhibitory mechanisms such as the
ones proposed by Lindemann~1986a, b! or Zurek ~1987!. It
is historically interesting that Harriset al. ~1963! investi-
gated how peripheral auditory processing would affect the
internal representation of successive transient stimuli. Their
analysis differs from the one presented here because they
only considered outputs of one ear. Therefore, they could not
address how peripheral interactions would affect the internal
effective values of the ITDs and IIDs produced by their
stimuli, which is the focus of this study.

II. THE PERIPHERY AND PRECEDENCE

In order to explain our approach, let us begin by consid-
ering how successive binaural transients can interact within
auditory filters. The auditory filters will be represented by a
gammatone filter bank, which is now commonly used in a
variety of models to represent peripheral auditory filtering
~e.g., Pattersonet al., 1995!. Our argument can be general-a!Electronic mail: tino@neuron.uchc.edu

1505J. Acoust. Soc. Am. 110 (3), Pt. 1, Sep. 2001 0001-4966/2001/110(3)/1505/9/$18.00 © 2001 Acoustical Society of America



ized to other types of filters, however, because the interac-
tions being discussed depend heavily upon only the band-
width of the filters.

In order to understand the within-filter interactions, con-
sider that the duration of the impulse response of a filter is
inversely related to its bandwidth. Consequently, interactions
are to be expected when a second input is applied while the
filter is still responding to the first input~i.e., when the im-
pulse responses of the successive inputs at least partially
overlap!. Our analysis shows that such interactions result in
internal ITDs and IIDs that differ from their external coun-
terparts. It is important to note that the phase response of the
filter does not affect the IIDs and ITDs present after filtering.
This is so because the phase response of a filter determines
the delay imposed on its input. Therefore, any two identical
filters assumed to process left and right ear signals, respec-
tively, would impose the same absolute amount of delay on
their inputs, but would not impose a differential delay~i.e.,
an ITD!. Our computer simulations revealed that factors like
the particular phase response of the filters and the steepness
of their rejection slopes have extremely little or no effect on
the phenomena being considered here.

Let us now consider the types of interactions that can
occur when successive transients are applied to a bank of
gammatone filters. We implemented each filter as a cascade
of four second-order IIR filters according to the procedure
discussed by Slaney~1993!. The upper panel of Fig. 1 dis-
plays the logarithmic magnitude of the frequency response of
one such filter centered at 500 Hz and having a 3-dB-down
bandwidth of 75 Hz. The lower panel displays the impulse
response of this filter, with a separate line indicating the en-
velope of the output. Note that the output of the filter pro-

duced by a transient input lasts for up to 25 ms or so, and, for
this particular value of bandwidth, the maximum output is
reached about 6 ms after the occurrence of the impulsive
input.

The panels in Figs. 2 and 3 illustrate the essence of our
argument. Figure 2 displays the outputs of a filter centered at
500 Hz, like the one illustrated in Fig. 1. Figure 3 displays
the output for a filter centered at 676 Hz, which is two ERB
units ~Glasberg and Moore, 1990! above its counterpart at
500 Hz and has a slightly larger bandwidth. These two filters,
although not too different in center frequency, illustrate dif-
fering interactions that can occur simultaneously in neigh-
boring spectral regions.

The two upper portions of Fig. 2 display the outputs of a
pair of ‘‘left’’ and ‘‘right’’ filters when the input to each is a
pair of successive transients. As indicated at the top, the first
pair of binaural transients contains an ITD of 0ms and the
second pair contains an ITD of 200ms, with the left ear
leading. Within each panel, the time between the pairs of
transients isnominally 1 ms for the leftmost column, 2 ms
for the center column, and 3 ms for the rightmost column.
For ease of exposition, we identify the different conditions
by specifying their nominal interclick interval~ICI! and the
ITD imposed on the second pair of inputs.@Of course, one
must include the ITD to describe accurately the actual tem-
poral separation between the transients in the~lagging! right
ear.#

The instantaneous values of ITD and IID that result from
within-filter interactions are plotted in the third and fourth
rows of the figure. They were obtained from the analytic
signals that resulted from the application of the filter~see, for
example, Panter, 1965; Colburn and Isabelle, 2001!. In order
to obtain the instantaneous values of ITD, we calculated the
interaural phase differences from the scalar products and
vector products of the left and right analytic signals. The
values of ITD were then obtained by transforming these in-
stantaneous differences of phase according to the equation
ITD5DF/(2p f ), where f is the center frequency of the
auditory filter. The values of IID are expressed in dB as 20
times the logarithm of the ratio of the left and right envelope
functions.

Beginning at the leftmost column of Fig. 2 with the pairs
of transients being separated by 1 ms, it can be seen in the
upper two plots of the figure that the ITD of the second pair
of transients produces outputs of the two filters that differ
from one another. Also note that the output of the left filter is
attenuated, re the output of the right filter. As shown in the
third and fourth rows of that column, the outputs contain
both ITDs and IIDs that change as a function of time. Some
instantaneous values of ITD arenegative, having magnitudes
of up to 380ms. Negative values of ITD signify that the right
channel is leading, which contradicts the information con-
veyed by the second pair of transients. There also occurposi-
tive instantaneous values of ITD which favor the leading ear
by up to 600ms. Clearly, the 200-ms value of ITD conveyed
by the second pair of transients, which is indicated by the
arrow, is not well represented by the instantaneous values of
ITD measured at the outputs of the filters. Note also that the
outputs of the filters result in instantaneous values of IID of

FIG. 1. The upper panel displays the logarithmic amplitude of the frequency
response of a gammatone filter centered at 500 Hz and having a 3-dB-down
bandwidth of 75 Hz. The lower panel displays the impulse response of this
filter along with a line that indicates the envelope of the output.
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up to240 dB, which reduce rapidly to about27 dB over the
duration of the response. This occurs despite the fact that the
IID conveyed by the inputs was 0 dB. Thus, overall, our
analysis indicates that the instantaneous ITDs and IIDs at the
outputs of the filters are, at times, substantially different in
magnitude and/or in sign from those present at the inputs.

The center column of Fig. 2 shows interactions that oc-
cur when the time between the pairs of transients is 2 ms. For
this case, the magnitude of the output of both left and right
filters is larger than was the case when the time between the
pairs of transients was 1 ms. This can be understood by
considering that the responses of the filter to the successive
transients are more or less ‘‘in phase’’~i.e., the outputs add
constructively!. This is so because the interval of 2 ms be-
tween the transient inputs is the period of the 500-Hz center
frequency of the filter. In this case, the instantaneous values
of ITD are consistently quite small and, in the limit, ap-
proach only 140ms. That is, all of the instantaneous values
of ITD are well below the ITD of 200ms, which is the value

of ITD conveyed by the second pair of binaural transients.
For this stimulus condition, the magnitudes of the instanta-
neous values of IID are always less than 1 dB, a value very
close to the 0-dB IID carried by the inputs.

Finally, when the time between the pairs of transients is
3 ms ~a condition depicted by the rightmost column of Fig.
2!, the instantaneous values of ITD and IID are very large.
Although the patternings of the instantaneous values of ITD
and IID are similar to those found when the interval between
the transients was 1 ms, in this case the ‘‘terminal’’ value of
ITD is about 290ms. That ITD is larger than the one present
in the input, but smaller than the largest ITDs found when
the ICI was 1 ms. In this stimulus condition the maximal
IIDs are again very large, being on the order of235 dB.

Figure 3 displays the outputs of a pair of left and right
filters centered at 676 Hz. This figure is included to show
that auditory filters differing slightly in center frequency can
produce dynamic instantaneous values of ITD and IID that
differ greatly from one another. Note that the magnitudes of

FIG. 2. The outputs of a gammatone filter, like the one
shown in Fig. 1, for inputs that are pairs of binaural
transients having monaural interclick intervals~ICIs! of
either 1, 2, or 3 ms, as defined by the time between the
onsets of pairs of monaural inputs. As indicated at the
top of the figure, the ITD conveyed by the second pair
of inputs was 200ms, with the left ear leading. The
upper portion of the figure displays the outputs of a pair
of ‘‘left’’ and ‘‘right’’ filters when the input to each is
the pair of successive transients described at the top of
each column. The third and fourth rows of each column
show the instantaneous values of ITDs and IIDs as
measured after filtering.
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the outputs of the filters centered at 676 Hz that occur when
the time between the input transients is 3 ms are fairly simi-
lar to the magnitudes of the outputs for the filters centered at
500 Hz when the time between the input transients is 2 ms.
Also, the magnitudes of the outputs of the filters centered at
676 Hz that occur when the time between the input transients
is 2 ms are fairly similar to the magnitudes of the outputs for
the filters centered at 500 Hz when the time between the
input transients is 3 ms. In this case, however, the instanta-
neous values of IID differ from one another in sign. This
difference is a consequence of the differing monaural mag-
nitudes of the responses in the left and right filters across the
two cases. Thus, it is clear that diverse internal effective
ITDs and IIDs are produced by peripheral auditory filtering.

Let us now consider how the outputs of the bank of
auditory filters can be included in a cross-correlation-based
model of binaural processing in order to account for some of
the classical behavioral data concerning precedence. The
model is functionally similar to the one described recently by

Trahiotis et al. ~2001!, which capitalizes on the work of
Stern and Colburn~1978!, Blauert and Cobben~1978!, and
Shackletonet al. ~1992!. The general model provides quan-
titative, interaural-correlation-based, predictions of binaural
detection~e.g., Bernstein and Trahiotis, 1996a, b; Bernstein
et al., 1999! and discrimination of ITD~Trahiotis et al.,
2001!.

For our purposes, pairs of binaural transients were
passed through a bank of gammatone filters like the ones
discussed earlier. The outputs of the filters served as inputs to
the Meddis hair cell model~Meddis, 1986, 1988!, which we
implemented in the manner described by Meddiset al.
~1990! and by Slaney~1993!. Computer simulations revealed
that the Meddis hair cell model improved prediction of the
behavioral data. The outputs of the hair cell model are recti-
fied, low-pass filtered, and compressed versions of the
bandpass-filtered stimuli which serve as inputs. The inclu-
sion of the hair cell model results in both static and dynamic
types of compression. It is important to note~1! that the

FIG. 3. Same as Fig. 2, but the center frequency of the
filter is 676 Hz.
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dynamic part of the compression serves to reduce the mag-
nitude of the output over time in a manner that functionally
provides ‘‘adaptation’’ or ‘‘attenuation’’ of inputs arriving
soon after initial activation and~2! that the reduction of mag-
nitude does not directly affect the instantaneous values of the
binaural cues, which, because of prior filtering, are different
from those present in the physical stimuli. These two prop-
erties differ from transformations produced by central inhibi-
tory processes like those often postulated to account for the
precedence effect~e.g., Lindemann, 1986a, b; Litovsky
et al., 1999!. Yet, both approaches yield the dominant role
played by initial inputs.

The filterbank was composed of 14 filters having center
frequencies spanning the range from 244.7 to 1690 Hz. The
bandwidths of the filters were taken from Glasberg and
Moore ~1990! and the center frequencies of the filters were
spaced by their respective equivalent-rectangular bandwidths
~i.e., according to Glasberg and Moore’s ‘‘ERB’’ function!.
This resulted in a bank of filters having center frequencies
that were spaced at 1-ERB intervals.

A cross correlogram~i.e., cross-correlation surface! was
constructed with values of delay~t! spanning the range from
21500 to 1500ms in 10-ms steps. Filter-specific cross-
correlation functions were computed by taking 30-ms lengths
of the filtered signals~a duration long enough to include
information at the output of the narrowest filters!, shifting
them by the correlation delay, multiplying the shifted wave-
forms, and then integrating the product over the whole time
interval. Finally, the filter-specific cross-correlation functions
were added together for each correlation delay, so that all 14
channels were summed with equal weighting. This type of
across-frequency averaged cross correlogram is consistent
with Shackletonet al. ~1992! and Trahiotiset al. ~2001! in
that it considers performance in terms of the location of the
most central peak.

Because we were interested in assessing effects resulting
principally from peripheral processing, we did not include
either~1! a function that emphasizes activity at or very near
midline ~Blauert and Cobben, 1978; Stern and Colburn,
1978; Shackletonet al., 1992; Stern and Shear, 1996! or ~2!
across-frequency weighting such as Sternet al.’s ~1988!
function which describes the relative spectral dominance
within binaural processing~Bilsen and Raatgever, 1973!.

III. ACCOUNTING FOR PRECEDENCE

Let us now evaluate how the model can account for data
obtained in three often-cited precedence experiments em-
ploying successive pairs of short stimuli: Wallachet al.
~1949!, Yost and Soderquist~1984!, and Shinn-Cunningham
et al. ~1995!. In their classic study, Wallachet al. reported
combinations of ITDs in the first and second pairs of 1-ms-
long ‘‘clicks’’ that were required for the listeners to report a
single intracranial image that was perceived at midline. The
pairs of clicks were separated by 2 ms as measured from the
beginning of the leading input in the first pair of transients to
the beginning of the leading input in the second pair of tran-
sients. The data from their two listeners are shown in Fig. 4
along with the predictions from our model. Overall, the pre-
dictions are satisfactory in that they fall between the data

obtained from each of the two listeners. The major discrep-
ancy between the predictions and the data stems from the
fact that the data are asymmetric around midline and the
model’s predictions are symmetric. Quantitatively, 89% of
the variability in the data obtained from the two listeners can
be accounted for by the model.

In order to illustrate the influence of the Meddis hair cell
model, cross correlograms are plotted in Fig. 5 both with and
without the hair cell model for one of Wallachet al.’s stimu-
lus conditions. For this example, the ITD of the first pair of
binaural transients is 30ms and the ITD of the second pair is
2600 ms. This stimulus condition is similar to the ones that
produced a midline intracranial image for the two listeners.

The top portion of Fig. 5 contains a binaural correlo-
gram ~at the left! and its across-frequency average~at the
right!. These two representations show central activity as
measured when the model includes filtering, rectification,
and cross correlation, but does not include processing by hair
cells. The ‘‘crosses’’ in each correlogram indicate the posi-
tions of the peaks of the cross-correlation functions com-
puted at each center frequency. The amount of activity within
each frequency channel is illustrated by colors. The reddish
areas indicate a relatively high level of activity whereas the
dark blue areas indicate a relatively low level of activity.
Note that the largest amounts of activity occur at frequencies
at and below 500 Hz. The peaks of activity for those frequen-
cies occur at an ITD of about2290 ms. Note that there are
also two islands of medium activity~light blue! at about
600–700 Hz, one at ITDs around 500ms, and another at
ITDs around2900 ms. Those two peaks of activity in the
correlogram illustrate strong interactive effects due to filter-
ing. It is conceivable that such activity could provide useful
cues in investigations of precedence that utilize discrimina-
tion paradigms. As indicated at the right of the figure, how-
ever, the peak of the across-frequency averaged activity for
this pair of inputs occurs at about2270 ms. Therefore, the
model without hair cells incorrectly predicts that the stimulus
would be heard toward the right ear.

FIG. 4. Combinations of ITD conveyed by the first pair of binaural tran-
sients and ITD conveyed by the second pair of transients required to pro-
duce a midline intracranial image for the total stimulus, as reported by
Wallach et al. ~1949!. The open symbols represent the data obtained for
their two subjects and the closed diamond represents the predictions of the
model.
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The bottom portion of Fig. 5 shows that including the
hair cell model yields an accurate prediction. The addition of
the hair cell model results in an increase in activity in the
low-frequency region that extends to include 700 Hz. This
frequency region displayed relatively lower amounts of ac-
tivity when the hair cells were not included. Turning to the
across-frequency averaged correlogram, note that the ex-
panded model correctly predicts a peak at midline, where the
stimuli were perceived by the listeners. A comparison of the
correlograms obtained with and without the hair cell model
reveals that adding them generally increased relative activity
and shifted the peaks of the cross correlation toward the mid-
line for filters centered at and below 700 Hz. The general
increase in activity results from the compressive action of the
hair cell. The shifting of the peaks of the cross correlation
results from adaptation effects which functionally produce an
increased relative weighting of the initial inputs to the hair
cell. Note that there are virtually no peaks of activity near
midline. Nevertheless, across-frequency averaging of the
cross correlogram results in a peak at midline, in accord with
the behavioral data.

Figure 6 contains the average of the data obtained by

Yost and Soderquist~1984! in an experiment similar to the
one reported by Wallachet al.Yost and Soderquist employed
100-ms-long pairs of ‘‘clicks’’ that were nominally separated
by 1 ms. The overall patterning of their data also appears to
be captured by the model. Quantitatively, only about 40% of
the variability in Yost and Soderquist’s data are accounted
for. The largest discrepancy between the predictions and data
occur when the ITD in the second pair of transients is6200
ms, a value not included in the Wallachet al. study. Pres-
ently, we cannot explain the discrepancy between the predic-
tions and the data for that stimulus. However, when we lis-
tened to the stimuli we heard images at midline, just as Yost
and Soderquist’s listeners did. Clearly, the prediction of the
model for that stimulus is incorrect. If those two data points
are omitted, however, then 85% of the variability in the data
is accounted for by the model. That value is very close to the
89% of the variance that was accounted in the Wallachet al.
data.

Finally, the two panels of Fig. 7 contain data obtained by
Shinn-Cunninghamet al. ~1995! in an experiment employing
300-Hz-wide bands of noise centered on 450 Hz~what they
term their ‘‘L’’ stimulus! and 1250 Hz~what they term their

FIG. 5. The left-hand portion of the figure shows cross correlograms computed at the outputs of the gammatone filterbank. The top correlogram was computed
after filtering and half-wave rectification of the inputs. The bottom correlogram was computed after filtering and processing via the Meddis hair cell model.
The ‘‘crosses’’ in each correlogram indicate the positions of the peaks of the cross-correlation functions computed at each center frequency. The amount of
activity within each frequency channel is illustrated by colors. The reddish areas indicate a relatively high level of activity whereas the bluish areas indicate
a relatively low level of activity. The right-hand portion of the figure shows the across-frequency average of each correlogram shown at the left.
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‘‘H’’ stimulus !. Both low- and high-frequency bands of noise
were temporally shaped by a 3-ms Hanning window to form
a ‘‘burst,’’ in contrast to the more ‘‘transient’’ stimuli em-
ployed in the two studies discussed above. Shinn-
Cunninghamet al.’s listeners adjusted the ITD of an acoustic
pointer in order to match the intracranial location of the
stimulus. In order to evaluate within-filter effects, we only
consider data obtained with stimuli composed of components
having identical spectra and onsets separated nominally by 1
ms ~i.e., Shinn-Cunninghamet al.’s L-L and H-H condi-
tions!.

Visual inspection of Fig. 7 reveals that the fits to the data
are good to excellent. Quantitatively, the model accounted
for 77% of the data obtained in the L-L condition and 97% of
the data obtained in the H-H condition. The fit to the data in
the L-L condition appears to be slightly attenuated by an
asymmetry in the behavioral data.

IV. GENERAL DISCUSSION

We have presented logical arguments and quantitative
analyses of behavioral data that point to the importance of
peripheral auditory processing as it affects the perception of
successive transients in experiments concerning binaural
‘‘precedence.’’ Overall, it appears that a large portion of the
variability in such experiments can be accounted for without
including special central inhibitory processes and without re-
lying upon ‘‘top-down’’ mechanisms in which some sort of
selective attention plays a role. This is not to imply that
central inhibitory processes and/or selective attention cannot
operate in the wide variety of experiments that are included
in the term ‘‘precedence.’’ Rather, our analysis reveals that
considerations of effects due to the periphery are sufficient to
account for data obtained in precedence experiments em-
ploying successive pairs of transients. The degree to which
peripheral auditory processing can account for data obtained
with longer stimuli, such as trains of clicks, speech, and mu-
sic, is an open question.

It is important to note that we have not attempted to
account for the data by manipulating values of the param-

eters of the model in order to maximize the accuracy of the
predictions. In fact, we believe one of the appealing aspects
of our approach is that only the general nature of the stages
of processing was included and no ‘‘curve fitting’’ was em-
ployed.

In closing, it is appropriate to consider three issues.
First, our approach should be clearly differentiated from the
one recently put forth by Tollin~1998!, which also does not
include central inhibitory factors. Tollin does not consider
interactive effectswithin peripheral filters,per se. Instead, he
assumes the interaction of the first and second pairs of bin-
aural transients occurs via a central temporal weighting func-
tion. Another difference is that Tollin accounts for prece-
dence by focusing upon a single auditory filter that is
construed to be, depending on the particular stimulus, strate-
gically placed such that its spectral components would domi-
nate perception. Our approach is more general and does not
depend upon the nature of the activity that occurs in any
particular spectral region. In our view, Tollin’s approach and
ours are not mutually exclusive. Indeed, it may turn out to be
the case that both approaches will have to be merged in some
manner and, possibly, supplemented by some central inhibi-
tion in order to account for the diverse data comprising the
binaural precedence literature.

The second issue we wish to address concerns recent

FIG. 6. Combinations of ITD conveyed by the first pair of binaural tran-
sients and ITD conveyed by the second pair of transients required to pro-
duce a midline intracranial image, as reported by Yost and Soderquist
~1984!. The open symbols represent the average data obtained from their
three subjects and the closed squares represent the predictions of the model.

FIG. 7. The ITDs of an acoustic pointer that matched the intracranial posi-
tion of the bands of noise in an experiment conducted by Shinn-
Cunninghamet al. ~1995!, as a function of the ITD conveyed by the second
pair of binaural stimuli. The letters L and H refer to low- and high-frequency
bands of noise. The behavioral data are shown by the closed symbols and
the predictions are shown by the lines. The ITDs conveyed by the first pair
of binaural stimuli are indicated within the insert at the top right of the
figure, along with the symbols that depict them.
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physiological investigations which employed successive bin-
aural transients in attempts to discover physiological corre-
lates of precedence~e.g., Yin, 1994; Fitzpatricket al., 1995;
Litovsky et al., 1999!. We believe our findings place an im-
portant constraint on the interpretation of such data. Those
studies focused upon measurements of responses from single
neural units following stimulation by successive pairs of bin-
aural transients like the ones we have considered. A general
finding is that neural units which are ‘‘tuned’’ to particular
values of interaural delay appear to show severely dimin-
ished responses to their ‘‘best-ITD’’ when priorly stimulated
by another pair of binaural transients conveying an ITD to
which the neuron does not vigorously respond~what Fitz-
patrick et al. term the ‘‘worst/best’’ case!.

Our analysis suggests that the diminished responses ob-
tained when the ITDs were presented in the ‘‘worst/best’’
configuration can be accounted for by peripheral auditory
processing. It appears that the interaction of the successive
transients within the auditory periphery produces internal
values of ITDs~and most likely IIDs! that can be ‘‘outside
the tuning range’’ of the single unit being studied. Said dif-
ferently, especially for short interclick intervals, one would
expect diminished neural responses simply because the inter-
nal instantaneous ITDs and IIDs do not provide favorable
stimulation.

The third issue concerns the limitation of our findings.
In the current literature, the term ‘‘precedence’’ is used to
connote investigations covering diverse stimuli and psycho-
physical procedures, and spans a wide variety of phenomena
including localization dominance, binaural fusion, echo sup-
pression, and ‘‘build-up’’ effects~Litovsky et al., 1999!.
Some of those studies employ long interstimulus intervals
and, therefore, their results cannot be explained adequately
by considering only peripheral processing. Clearly, addi-
tional, central factors might be more or less influential, de-
pending on the exact nature of each study.

V. CLOSING COMMENTS

We have shown that predictions of binaural performance
in three important precedence experiments employing suc-
cessive pairs of transients can be accounted for by consider-
ing effects resulting from peripheral auditory processing in
combination with a binaural model based on cross correla-
tion. The approach entails combining stages of processing
that, taken singly, would not be sufficient to predict perfor-
mance. Up until now, explanations of behavioral data con-
cerning precedence have been focused upon central, rather
than peripheral, types of mechanisms including central inhi-
bition, echo suppression, and selective attention. In spirit,
our approach follows that pioneered by Colburn~1973!, who
advocated that inputs to a central binaural processor should
be considered as external stimuli that have been transformed
by peripheral auditory processing. It is noteworthy that the
stages in the peripheral model that we employ, and which
account for much of the variability in the behavioral data,
were only recently amenable to quantitative description. That
is, our analysis relies heavily on the relatively recent work of
colleagues whose principal interest was understanding the
physiological functioning of the monaural peripheral system.

We find it gratifying that important studies of binaural pre-
cedence can be understood by combining knowledge ob-
tained from prior behavioral and physiological studies of au-
ditory functioning.
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Loudness summation for pulsatile electrical stimulation
of the cochlea: Effects of rate, electrode separation, level,
and mode of stimulation
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The aim of these two experiments was to gain systematic data on the amount of loudness summation
measured for dual-electrode stimuli with varying temporal and spatial separation of current pulses.
Loudness summation is important in the implementation of speech processing strategies for
implantees. However, the loudness mapping functions used in current speech processors utilize
psychophysical data~thresholds and comfortable loudness levels! derived using single-electrode
stimuli, and do not take into account the temporal and spatial patterns of the speech processor
output. In the first experiment, the current reduction required to equalize the loudness of a
dual-electrode stimulus to that of its component~and equally loud! single-electrode stimuli was
measured for three electrode separations~0.75, 2.25, and 7.5 mm!, three repetition rates~250, 500,
and 1000 Hz!, and two loudness levels~comfortably loud, and mid-dynamic range!. It was found
that electrode separation had little effect on loudness summation, except for interactions with level
and rate effects at the smallest separation. More current adjustment~in dB! was required for higher
rates and lower levels of stimulation. The second experiment investigated the effects of mode
~monopolar versus bipolar! and pulse duration on loudness summation. More current adjustment
was required in bipolar mode than in monopolar mode at the lower level only. The main effects in
both experiments, and their interactions, are consistent with a loudness model in which the neural
excitation density is first obtained by temporal integration of excitation at each cochlear place, then
converted to specific loudness via a nonlinear relationship, and finally integrated over cochlear place
to obtain the loudness. The two important features which affect the loudness relationships in
dual-electrode stimulation in this model are the shape of the excitation density function and the
amount by which the neural spike probability per pulse is reduced in areas of overlapping excitation
due to refractory effects. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1394222#

PACS numbers: 43.66.Cb, 43.66.Ts@SPB#

I. INTRODUCTION

At present, the most common form of electrical stimu-
lation used in cochlear implants is sequential biphasic cur-
rent pulses. Such stimulation avoids the possibility of direct
current summation across different electrode positions. How-
ever, there are still physiological and/or perceptual interac-
tions between the effects of current pulses that are separated
in time or place. One important percept that is affected by
spatial or temporal separation of current pulses is loudness.
Loudness is of importance to the implementation of speech
processing strategies for implantees. Currently, the loudness
mapping functions used in speech processors are based on
psychophysical data~thresholds and comfortable loudness
levels! derived for constant-rate stimuli on single electrodes.
In normal operation, these mapping processes do not take
into account the varying temporal and spatial patterns of the
speech processor output to dynamically modify intensity lev-
els. The aim of the experiments described here is to gain
systematic data on the perceptual effects of temporal and
spatial separation of current pulses at different overall levels,
with the ultimate goal of predicting the loudness of complex
multiple-electrode stimuli.

Early work ~Shannon, 1983! showed that loudness sum-

mation data could be used to study the direct current sum-
mation which occurred in simultaneous stimulation. This di-
rect current summation was the main reason for the adoption
of sequential pulsatile stimulation as the normal stimulus
waveform. The effect of electrode separation on loudness for
dual-electrode stimuli using sequential pulsatile stimulation
at a comfortably loud level has been investigated by Tong
and Clark ~1986!, and by McKay and McDermott~1994!
with subjects who used the Mini System 22 implant and
bipolar stimulation modes. Tong and Clark found that, for
two implantees and a repetition rate of 166 Hz, loudness
summation increased with increasing electrode separation up
to 3 mm. In contrast, McKay and McDermott found that, for
four implantees using 250-Hz repetition rate, there was no
relationship between loudness summation and electrode
separation for separations greater than 0.75 mm.

Loudness summation of acoustic signals has generally
been interpreted in terms of auditory filter models~Zwicker
and Scharf, 1965; Moore and Glasberg, 1997!. In these mod-
els, the signal is first passed through a bank of overlapping
bandpass filters, and the outputs of the filters are used to
determine the spatial pattern of ‘‘excitation’’ along the co-
chlea. ~Note that the term ‘‘excitation’’ in these acoustic
models refers to the output of the auditory filters, and not
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neural excitation which is referred to later in this article.!
This excitation pattern is converted to a specific loudness
pattern, representing the loudness contribution at each point
along the cochlea, via a compressive power function, which
models the transformation from physical excitation to neural
excitation and to loudness. Finally, the specific loudness is
integrated across cochlear place to determine the overall
loudness of the sound. These models correctly predict that
the loudness of a sound of constant total power with multiple
components will increase with increasing frequency separa-
tion of the components, up to the point where the excitation
patterns of the individual components no longer overlap.
This is because close signal components will directly com-
bine within an auditory filter before the excitation pattern is
determined and the compressive power function applied,
whereas components which do not excite the same filter con-
tribute independently to loudness~that is, after the compres-
sive power function is applied!. This acoustic model, how-
ever, cannot be applied to the electrical case of sequential
pulsatile stimulation on two electrodes because~a! pulses on
two electrodes are not simultaneous,~b! the two stimulus
currents are therefore not directly combined before process-
ing by the auditory system, even if the current distributions
spatially overlap, and~c! the acoustic compressive power
function will not be applicable because it arises from the
nonlinear behavior of basilar membrane mechanics, contrib-
uted to by the active process of outer hair cells.

McKay and McDermott~1998! studied the effects on
loudness of the temporal parameters of sequential current
pulses on the same electrode. In that article, a loudness
model was developed which accounted for the effects of
temporal separation of the pulses. The two main features of
the model were a function which described the relationship
between temporal separation of pulses and peripheral neural
refractory effects, and a sliding temporal integration window
of equivalent rectangular duration~ERD! 7 ms. The model
assumed that loudness was related to the total neural excita-
tion within the temporal integration window~for a steady
signal of duration greater than 300 ms!.

The objective of this article is to extend the temporal
model in McKay and McDermott~1998! to account also for
spatial separation of individual pulses; that is, where the se-
quential current pulses are delivered to two different elec-
trode positions. In the experiments reported in this article,
the parameter of electrode~spatial! separation was investi-
gated. The interactions of temporal separation~rate of stimu-
lation!, mode of stimulation, and overall level of stimulation
with loudness summation were also studied.

II. PROCEDURES

A. Subjects and stimuli

A total of 12 adults participated in the experiments. Five
were users of the CI22M implant~S1–S5! and seven were
users of the C124M implant~S6–S12!, both manufactured
by Cochlear Ltd. Details of their etiology and implant expe-
rience are contained in Table I.

All stimuli used in the experiments were biphasic
current-pulse trains of duration 500 ms. The pulse phase du-

ration was fixed for each subject within an experiment, and
loudness was varied using the current parameter. Current is
varied in these implants in approximately logarithmic current
steps. The current steps used in the experiments were con-
verted to current values inmA, using either the individual
calibration charts~for CI22M users! or a calibration formula
~for C124M users!. The interphase gap~between the two
phases of each biphasic pulse! was fixed at 43ms for all
stimuli.

Single- and dual-electrode stimuli were used in the ex-
periments. Single-electrode stimuli consisted of constant-
current pulse trains of rates 250, 500, or 1000 Hz. Dual-
electrode stimuli had two biphasic pulses~one on each of
two electrodes! in each repetition period, with repetition
rates of 250, 500, or 1000 Hz. The onsets of the first and
second biphasic pulses were separated by either 20% or 40%
of the repetition period. The particular parameters of the
stimuli used for each subject are listed in Table II.

B. The loudness-balance procedure

The loudness-balance procedure was a method of adjust-
ment. To balance two stimuli~A and B!, the current of A was
first fixed at the required level, and A and B were presented
alternating continuously separated by 500-ms silent intervals.
The subject was instructed to adjust the current of B with an
unmarked rotary knob, or ‘‘up’’ and ‘‘down’’ buttons, until
they considered B to be the same loudness as A. The proce-
dure was then repeated with the current of B fixed at the
previously found level, and the subject adjusting the current
of A until it had the same loudness as B. The two trials were
then repeated~for a total of four trials!. When two single-
electrode stimuli were being balanced, the average result of
the four trials was used to set the currents~to the nearest
current step! of these stimuli for subsequent use in the
loudness-summation task. The same data were used to set the
relative difference in current-step values on the two elec-
trodes when they were used in the corresponding dual-
electrode stimuli.

All measurements of loudness summation were obtained
by balancing the loudness of a dual-electrode stimulus to that
of each of its constituent single-electrode stimuli. When the

TABLE I. Details of subjects’ etiology and implant use.

Subject
Implant

type

Length of
profound
deafness

Implant
date Etiology

S1 CI22 17 years 1988 Trauma
S2 CI22 8 years 1992 Otosclerosis
S3 CI22 20 years 1992 Otosclerosis
S4 CI22 2 years 1996 Progressive/Genetic
S5 CI22 16 years 1988 Otosclerosis
S6 CI24 40 years 1990 Infection
S7 CI24 15 years 1996 Otosclerosis
S8 CI24 4 years 1998 Progressive/Unknown
S9 CI24 1 year 1996 Progressive/Unknown
S10 CI24 15 years 1998 Progressive/Unknown
S11 CI24 1 year 1978/94 Trauma

~reimplanted!
S12 CI24 36 years 1999 Progressive/Genetic

1515J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 McKay et al. : Loudness summation



loudness of the dual-electrode stimulus was being adjusted
by the subject, the two currents were always adjusted in
equal current steps, thus maintaining a fixed current-step dif-
ference. The results of the eight loudness-balance trials with
each dual-electrode stimulus~four trials with each of the two
single-electrode stimuli! were retained for statistical analysis.
The measure of loudness summation analyzed was the reduc-
tion of current required in the dual-electrode stimulus to
make it equal in loudness to the single-electrode stimuli. This
current reduction was expressed in dB, and also as a percent-
age of the dynamic range of the particular electrodes used.

C. Experimental procedures

1. Experiment 1: Effect of separation, rate, and level

This experiment investigated the effect of electrode
separation, rate, and current level on loudness summation.
Nine subjects participated in this experiment, five users of
the CI22M implant~S1–S5! and four users of CI24M im-
plant ~S6–S9!.

Three electrode separations were investigated: 0.75,
2.25, and 7.5 mm~one, three and ten electrode ring spacings,
respectively!. Note that subject S6 had a separation of 6.75
mm ~nine rings! for the largest separation, because the elec-
trode that would have been used for the 7.5-mm separation
had to be deactivated during the experimental period. For
each subject, each pair of electrodes in the dual-electrode
stimuli had the same apical member. The four electrodes
selected, their dynamic ranges, and the stimulus parameter
values for each of these subjects are listed in Table II.

Two different overall levels were investigated. The first
was a level considered to be comfortably loud. The current
on the most-apical of the four electrodes was adjusted to
several current steps below the maximum tolerable loudness
~allowing for current adjustment above and below this level!,
and the three other single-electrode stimuli were loudness-
balanced to this stimulus. The second overall level used was
at approximately 50% of the dynamic range. The current on

the most-apical electrode was adjusted to be half way~in
current steps! between the first level used and the threshold
level, and the other three single-electrode stimuli were again
loudness-balanced to this stimulus.

Two different rates of stimulation were investigated for
each subject. For the CI22M users, repetition rates of 250
and 500 Hz were used for both the single- and dual-electrode
stimuli. In the dual-electrode stimuli, the second of the two
pulses occurred with a delay relative to the first of 20% of
the repetition period for 250 Hz, and 40% for 500 Hz, mak-
ing a fixed interpulse interval~between the onsets of the first
and second pulse! of 0.8 ms. With the CI24M implant, higher
rates and smaller interpulse intervals are possible. For users
of this implant, repetition rates of 500 and 1000 Hz were
investigated. The interval between the first and second pulse
in the dual-electrode stimuli was 20% and 40% of the rep-
etition period, respectively, making a fixed interpulse interval
of 0.4 ms. The rates and interpulse intervals were chosen to
represent typical values present in the output of the SPEAK
~Skinneret al., 1994! or ACE ~Vandali et al., 2000! speech-
processing strategies.

Loudness summation was measured for each of the sub-
jects in all 12 conditions~three electrode separations, two
levels, two rates!. As there were some differences in the
stimuli used with subject groups using the two different im-
plants, the results were analyzed separately for each subject
group to test for the effects of electrode separation, rate, and
level.

2. Experiment 2: Effect of mode and pulse duration

The aim of this experiment was to see if any overall
difference in the amount of loudness-summation for the two
groups of subjects in experiment 1 would be explained by
differences in the stimuli used, or alternatively was due to
subject-dependent factors. Four CI24M users participated in
this experiment. As three of the CI24M users in experiment 1
~S6, S7, S9! were no longer available, three new subjects

TABLE II. Experimental stimulation parameters. CG5common ground mode; BP115bipolar mode with ring separation of 1.5 mm; MP5monopolar mode.
Electrode numbers refer to the single active intracochlear electrode ring in CG or MP mode, or the most apical of the pair of active rings in bipolar mode.
Rings are numbered 1–22 in basal-to-apical direction.

Subject Experiment Mode
Pulse

duration~ms! Electrodes Rates~Hz! Dynamic ranges of electrodes~dB!

S1 1 CG 150 20, 19, 17, 10 250/500 250 Hz: 3.2, 3.1, 3.6, 2.6 500 Hz: 4.2, 3.7, 5.4, 4.1
S2 1 BP11 150 18, 17, 15, 8 250/500 250 Hz: 4.3, 5.1, 2.6, 4.1 500 Hz: 6.1, 4.3, 5.0, 5.1
S3 1 BP11 150 13, 12, 10, 3 250/500 250 Hz: 4.7, 4.0, 5.3, 2.5 500 Hz: 6.0, 5.7, 7.2, 5.3
S4 1 BP11 150 18, 17, 15, 8 250/500 250 Hz: 2.8, 2.9, 2.6, 3.0 500 Hz: 3.5, 2.3, 3.4, 3.8
S5 1 CG 150 16, 15, 13, 6 250/500 250 Hz: 4.1, 4.2, 4.3, 5.0 500 Hz: 6.0, 4.9, 4.8, 5.0
S6 1 MP 25 22, 21, 19, 13 500/1000 500 Hz: 4.2, 4.4, 3.9, 3.7 1000 Hz: 6.9, 6.5, 5.3, 6.3
S7 1 MP 37 17, 16, 14, 7 500/1000 500 Hz: 5.3, 5.1, 3.9, 4.7 1000 Hz: 8.6, 6.5, 7.6, 6.0
S8 1 MP 25 20, 19, 17, 10 500/1000 500 Hz: 4.2, 4.6, 3.7, 8.4 1000 Hz: 4.8, 5.5, 6.2, 9.3

2 MP 25/150 20, 17 500 MP/150: 4.7, 4.7
2 BP11 150 19, 16 500 BP11/150: 3.0, 4.6

S9 1 MP 25 19, 18, 16, 9 500/1000 500 Hz: 3.9, 3.2, 3.2, 3.3 1000 Hz: 6.0, 6.7, 6.2, 5.8
S10 2 MP 25/150 19, 16 500 MP/25: 7.7, 8.4 150: 11.4, 10.0

2 BP11 150 18, 15 500 BP11/150: 8.6, 9.0
S11 2 MP 25/150 19, 16 500 MP/25: 7.4, 7.4 150: 9.1, 9.3

2 BP11 150 18, 15 500 BP11/150: 8.6, 7.9
S12 2 MP 25/150 19, 16 500 MP/25: 5.3, 3.9 150: 6.7, 6.5

2 BP11 150 19, 16 500 BP11/150: 6.5, 6.7
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were recruited~S10–S12!: see Tables I and II. There were
three differences in the stimuli for the two groups in experi-
ment I: the mode of stimulation for CI24M users was mo-
nopolar ~using both extracochlear indifferent electrodes!,
whereas it was common ground or bipolar11 for the CI22M
users; the pulse duration used for CI24M users was 25–45
ms, while for the CI22M users it was 150ms; and the interval
between the first and second pulses in the dual-electrode
stimuli was 0.8 ms for the CI22M users, and 0.4 ms for the
CI24M users. Using the CI24M implant, it is possible to
compare the effect of these stimulus parameter changes in
the same subjects. Experiment 2 compared the loudness sum-
mation for two of the conditions used in experiment 1~elec-
trode separation of 2.25 mm and 500-Hz rate, at both levels!,
using the two sets of stimulus parameters used for each of
the subject groups in that experiment. A third set of stimulus
parameters, intermediate to those used for the two groups in
experiment 1, was also selected: monopolar mode was used
with the longer pulse duration~150ms! and the longer inter-
pulse interval~0.8 ms!. When selecting the bipolar electrode
to compare with each monopolar electrode, the two rings
immediately adjacent to the intracochlear monopolar elec-
trode were selected for the corresponding BP11 electrode.
The only exception was S12, who experienced some facial
nerve stimulation with the initially selected bipolar electrode,
and so an adjacent bipolar electrode was selected~see Table
II !. As in experiment 1, the loudness summation was mea-
sured as the current reduction required for the dual-electrode
stimulus to equalize it in loudness to the two corresponding
single-electrode stimuli. To ensure all stimulus-parameter
conditions were tested at the same overall loudness, the
most-apical of the two single-electrode stimuli used in each
of the three stimulus conditions~and which were used as the
references for subsequent loudness-balancing tasks! were
first loudness-balanced to each other.

The difference in interpulse interval~0.8 versus 0.4 ms!
was not expected to have a significant effect on loudness.
This expectation was based on previous research investigat-
ing the effect on loudness of interpulse intervals~McKay and
McDermott, 1998!. In that experiment, changing the interval
between the two pulses by 0.4 ms~at a repetition rate of 250
Hz! resulted in a current adjustment for equal loudness of
less than 0.05 dB for all subjects. The nonsignificant effect of
interpulse interval on loudness summation in the present ex-
periment at 500 Hz was confirmed in two subjects~S7 and
S8! by comparing loudness summation in monopolar mode
with a pulse duration of 25ms for the two interpulse intervals
of 0.4 and 0.8 ms. The mean difference between amount of
loudness summation measured for the two intervals was not
significantly different from zero in both cases.

The difference in pulse durations could affect the
amount of loudness summation. Previous experiments inves-
tigating the perceptual effect of pulse duration~McKay and
McDermott, 1999! indicated that, for stimuli with the same
loudness, the neural excitation patterns may be spatially nar-
rower for shorter pulse durations than for longer pulse dura-
tions. If this is correct, and loudness summation for dual-
electrode stimuli depends on the extent of spatial overlap of
the two excited neural populations, then the use of different

pulse durations may lead to different amounts of loudness
summation for the same electrode separation and overall
loudness level.

In a similar way, the mode of stimulation~monopolar
versus bipolar! may affect the shape of the neural excitation
patterns and thus potentially affect loudness summation
across different electrodes. Bipolar stimulation produces a
steeper spatial gradient of electrical potential than does mo-
nopolar stimulation and hence narrower spatial tuning curves
for auditory neurons~Kral et al., 1998!. Pfingstet al. ~1995!
proposed that the effects of mode on thresholds at various
pulse rates were consistent with a greater number of neurons
being activated at threshold, but with lower spike probability,
in monopolar mode than in bipolar mode.

III. RESULTS

A. Experiment 1

The average amounts of loudness summation~adjust-
ment in current to equate loudness for dual-electrode stimuli
and single-electrode stimuli! for the 12 conditions of elec-
trode separation, rate, and overall level are shown in Figs. 1
and 2, with results for the two subject groups shown in sepa-
rate panels. In Fig. 1, the loudness summation is expressed as
current adjustment in dB. The same data are shown in Fig. 2,
with the current adjustment expressed as a percentage of the
dynamic range~%DR!. For example, if the current adjust-
ment was 1 dB and the dynamic range was 10 dB, the %DR
adjustment would be 10%. The data were analyzed with
analysis of variance, using a general linear model with sepa-
ration, rate, and level as fixed factors, and subject as a ran-
dom factor.

For the CI22 subjects and data in dB, there was no sig-
nificant main effect of electrode separation (p50.17), but
there were significant main effects of level (p,0.001) and
rate (p,0.001), with more loudness summation at the lower
level and at the higher rate. There were no significant inter-
actions between the three main factors. When the same data

FIG. 1. The reduction in current required to equalize in loudness a dual-
electrode stimulus relative to its component single-electrode stimuli at three
electrode separations. The left panel shows the results~means and standard
errors! for CI24M users~in monopolar mode!, and the right panel the results
for CI22M users in bipolar mode~see Table II!. The symbol shapes repre-
sent different rates of stimulation, and the open and closed symbols repre-
sent comfortably loud and half-dynamic range levels, respectively.
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were expressed as %DR, only level had a significant main
effect (p,0.001), while the effects of separation and rate
were not significant~p50.72 and p50.09, respectively!.
There was, however, a moderately significant interaction (p
50.02) of the separation and rate factors. Inspection of Fig.
2 ~right panel! shows that this interaction is due to increased
loudness summation for the higher rate at the smallest sepa-
ration ~0.75 mm!, compared to the other separations. This
was confirmed by analyzing the data separately for the three
separations. At all three separations there were significant
effects of level~p,0.001 in all cases!, but at the separation
of 0.75 mm, there was also a significant effect of rate (p
50.003). In summary, the data from CI22 users, when ex-
pressed in dB, show that there was no effect of electrode
separation, but significantly more loudness summation at
lower levels and higher rates. Expressing the loudness
changes in %DR largely negated the rate effect because of
the larger dynamic ranges at the higher rate~see Table II!.
However, even when the data were expressed in %DR, there
remained significantly more loudness summation for the
higher rate at the smallest separation.

The data from the CI24 users present a more compli-
cated picture. Analysis of variance of the data expressed in
dB, with separation, level, and rate as fixed factors and sub-
ject as a random factor, showed all factors to have a signifi-
cant effect. There were, however, highly significant interac-
tions between all three factors, so the data were divided into
subgroups to investigate these interactions further. First, the
effect of separation was investigated for the four level/rate
conditions ~Fig. 1, left panel! using ANOVA followed by
Tukey’s paired comparisons. In all four conditions, there was
a significant effect of separation, but the effect was in differ-
ent directions at the two levels. At C-level, summation at the
smallest separation was less than at one or both of the wider
separations: for 500 Hz~ANOVA p,0.001!, summation at
0.75 mm was less than at both 2.25 and 7.5 mm~p,0.001 in
both cases!, and for 1000 Hz~ANOVA p50.008!, summa-
tion at 0.75 mm was less than at 2.25 mm (p50.007). At the
lower level, however, the summation at 0.75 mm wasgreater
than at one or both of the wider separations: for 500 Hz
~ANOVA p,0.001!, summation at 0.75 and 2.25 mm was

greater than that at 7.5 mm, and for 1000 Hz~ANOVA p
,0.001!, summation at 0.75 mm was greater than at both
2.25 (p,0.001) and 7.5 mm (p,0.001). In only one con-
dition ~500 Hz, lower level! was there a significant difference
in summation for 2.25- and 7.5-mm separations, with less
summation at 7.5 mm (p50.03).

Next, the data~in dB! were divided into the three sepa-
rations~0.75, 2.25, and 7.5 mm! to investigate the effects of
level and rate. At all three separations, there was a significant
effect of level ~p,0.001, p50.02, andp,0.001, respec-
tively! and rate ~p,0.001, p50.003, p,0.001, respec-
tively!, with more summation at lower levels and at higher
rates. For two separations~0.75 and 7.5 mm! there was also
a significant interaction between level and rate~p50.001
and p,0.001, respectively!, with the effect of level being
greater at the higher rate. When the whole set of data were
expressed in %DR and reanalyzed, the main effect of rate
became nonsignificant, as was the case for CI22 users. How-
ever, there still remained significant interaction effects be-
tween all three parameters. Analysis of the effect of separa-
tion for the four separate level/rate conditions~Fig. 2, left
panel!, produced the same pattern of separation effect as for
the data in dB, except that separation did not reach signifi-
cance for one condition~C-level and 1000 Hz!. Analyzing
the effect of rate and level for the three individual separa-
tions, there was a significant effect of rate and level at the
smallest separation~0.75 mm! ~p50.04 andp,0.001, re-
spectively!, with more summation at higher rates and lower
levels~as found for the CI22 data!. At 2.25 mm, there was a
significant effect of rate (p50.03) and level (p50.02), with
more summation at the lower level andlower rate. At the
largest separation~7.5 mm!, neither rate (p50.06) nor level
(p50.2) were significant main effects, but there was a
highly significant interaction (p,0.001), with the effect of
level being reversed at the two rates.

To summarize this rather complicated picture, the most
consistent effect in all the data~from both subject sets! was
that more current adjustment was needed at lower levels to
maintain equal loudness. Also consistent across the data was
the overall effect of rate: more current adjustment was
needed for higher rates. The effect of separation on loudness
summation was surprisingly small compared to the effects of
level and rate. There was no consistent evidence of increased
loudness summation with separation~the only data to show
this trend were the C-level data for CI24 users, in which the
effect was very small!. The interesting feature of the separa-
tion parameter is its interaction with level and rate effects: it
appears that, at the smallest separation in monopolar mode,
the effects of level and rate are greater than at larger separa-
tions. Thus, at the lower level, loudness summation was
greater at 0.75 mm than at wider separations, but at the
higher level, summation was less at 0.75 mm than at wider
separations. In both subject groups, the largest effect of level
was seen for the higher rate at 0.75 mm.

B. Experiment 2

The results of experiment 2 are shown in Fig. 3, where
the two panels show the loudness summation for different
modes and pulse durations, with current adjustment ex-

FIG. 2. The same loudness summation data as in Fig. 1, with the current
adjustment represented as a percentage of the dynamic range~in dB! of the
corresponding single-electrode stimuli.
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pressed in dB and %DR, respectively. The data for the three
conditions at each overall level were analyzed using a gen-
eral linear model with mode/pulse duration as a fixed factor
and subject as a random factor. There was no significant
effect of the mode/pulse duration condition on loudness sum-
mation at the comfortably loud level~p50.25 andp50.5 for
dB and %DR, respectively!. However, there was a significant
effect of mode/pulse duration condition at the lower level
(p50.009 andp,0.001 for dB and %DR, respectively!.
Tukey’s pairwise comparisons~p50.05 family significance
level! showed that, for both dB and %DR data, the bipolar
condition showed more loudness summation than both of the
monopolar conditions, which were not significantly different
from each other.

IV. DISCUSSION

A. The loudness model

The loudness summation data in these experiments will
be discussed with reference to a model of electrical loudness
perception which has three main steps: temporal integration
of neural excitation; transformation of excitation to specific
loudness; and spatial integration of specific loudness to ob-
tain the overall loudness. The three model steps will be dis-
cussed in this section, and the application of the model to the
interpretation of the present data will be discussed in the
later sections.

In the first step of the loudness model, it will be assumed
that, at each cochlear place, the neural spikes arising from
each successive pulse in the stimulus are summed by the
temporal integration window to obtain a spatial distribution
of neural excitation~E! versus cochlear place~x!, which will
be referred to as the excitation density function,E(x). When
successive current pulses stimulate the same cochlear place,
loudness is determined by the total neural excitation within a
time window with ERD of about 7 ms~McKay and McDer-
mott, 1998!. It should be stressed that the ERD of this win-

dow is associated with temporal resolution tasks~e.g., Vi-
emeister, 1979; Mooreet al., 1996!, and is not the relatively
long integration time~about 300 ms! associated with dura-
tion effects on loudness~e.g., Zwislocki, 1969!. The total
excitation within the window will be determined by both the
number of stimulus current pulses within the window and the
average neural spike probability for each of these pulses. The
spike probability is the probability that a particular neuron
will fire when activated by a current pulse~for example, if a
neuron fires on every current pulse in a pulse train, its spike
probability is 1!. In the overlapping part of the excited neural
population in dual-electrode stimulation, the effective rate of
stimulation is doubled compared to that for neurons driven
exclusively by one of the active electrodes. This leads to two
counteracting effects on loudness in that neural population
~for repetition rates greater than about 100 Hz!. First, be-
cause the average interpulse interval is halved~relative to the
single-electrode case!, the average neural spike probability
for each stimulus pulse decreases due to refractory factors.
Second, the number of stimulus pulses falling within the in-
tegration window is doubled. McKay and McDermott~1998!
found that when the rate was doubled on a single electrode,
the total excitation produced within the time window was
increased, because the increase due to doubling the number
of stimulus pulses within the window exceeded the decrease
due to the fall in average spike probability per pulse.

The second step of the model is to transform the spatial
neural excitation pattern to a specific loudness pattern. It will
be assumed that the specific loudness arising from each co-
chlear place, SL(x), is related to the excitation density at that
place by some function,f:

SL~x!5 f "E~x!. ~1!

The form of the functionf is not known, although its possible
features are discussed below. It will be assumed to be an
increasing monotonic function, so that equal excitation den-
sity will be assumed to provide equal specific loudness, and
increasing excitation density will be assumed to provide in-
creasing specific loudness.

In the third model step, the overall loudness is obtained
by integrating SL(x) over cochlear place. This step is iden-
tical to the corresponding final step in the acoustic loudness
model of Moore and Glasberg~1997!. That is, the overall
loudness of a signal is obtained by integrating over cochlear
place the specific loudness arising at each place. Since the
specific loudness for acoustic stimulation is presumed to rep-
resent a state more central than the haircell-to-neural-
excitation transduction, the process of integrating specific
loudness over place to obtain overall loudness is likely to be
the same for acoustic and electrical stimulation of the co-
chlea. It is important to note here that, iff were a linear
function, then overall loudness would be dependent only on
the total excitation in the integration window@i.e., the inte-
gral of E(x) across cochlear place#. If f were not linear,
however, then the total loudness would depend on theshape
of the distributionE(x). That is, the same total amount of
excitation would be perceived as different in loudness if it
were distributed across cochlear place in a different way. For
example, if f were a power function with exponent greater

FIG. 3. The reduction in current required to equalize in loudness a dual-
electrode stimulus relative to its component single-electrode stimuli for
three conditions differing in mode of stimulation and/or pulse duration. All
subjects were CI24M users, the electrode separation was fixed at 2.25 mm,
and the rate was 500 Hz. The open and closed symbols represent means~and
standard errors! across subjects for the comfortably loud and half-dynamic
range levels, respectively.
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than 1, then a fixed total amount of excitation would evoke a
louder sensation if distributed over a narrower range of co-
chlear distance.

B. The effect of level on loudness summation

Before discussing the effect of level on loudness sum-
mation, it is interesting to examine the implications of the
results of these experiments and the loudness model for the
relationship between current and loudness. When the current
of a stimulus is altered, this may alter both the shape and the
magnitude of the neural excitation density function,E. The
loudnessL( i ) evoked by currenti is given in the loudness
model by

L~ i !5E f "E~x,i ! dx. ~2!

This general equation represents loudness as a complex func-
tion of current if the shape of the excitation density function
varies with current andf is a nonlinear function. To separate
the effects on loudness of the shape and magnitude of the
excitation function, we can write

E~x,i !5g~ i !E0~x,i !, ~3!

whereg( i ) is the total excitation~within the temporal win-
dow! for currenti, andE0(x,i ) is a normalized shape func-
tion whose integral overx is unity.

A simplification of Eq.~2! is possible if the excitation to
specific loudness function,f, were a power function. For ex-
ample,

f ~y!5kyn, ~4!

wherek andn are constants.
In this case, the effect of magnitude and shape of the

excitation pattern can be separated:

L~ i !5kgn~ i !E E0
n~x,i ! dx, ~5!

or

log ~L~ i !!5n log ~g~ i !!1 log S E E0
n~x,i ! dxD1k8, ~6!

wherek8 is a constant.
If only the current is varied, and the stimulus location

and other stimulus parameters held constant, Eq.~6! de-
scribes how loudness grows with current. If the shape of the
excitation function is invariant with current level, only the
first term is dependent on current. In practice, the approxi-
mation of the second term as a constant is reasonable only
over small current ranges, and when all other stimulus pa-
rameters~including electrode location and subject! are held
constant. For instance, it is likely to be a fair approximation
for describing how the loudness changed with current adjust-
ment in the loudness-balancing procedure in these experi-
ments. In Eqs.~5! and ~6!, loudness then becomes a power
function of the current-to-total-excitation transformg( i ).
That is, provided the functionf is a power function, and
provided that the excitation shape is not current dependent,

equal ratio changes of total excitation with level will produce
equal ratio changes of loudness, independent of the absolute
current level.

To further characterize the way loudness grows with cur-
rent it is necessary to measure the shape of the current-to-
total-excitation function,g( i ). It should be noted that, unlike
the functionf (E), the form of the functiong( i ) is theoreti-
cally highly dependent on stimulus parameters other than
current, as well as individual cochlear and electrode param-
eters. For example, the spatial distribution of surviving
stimulable neural elements will contribute to differences
among individual implantees and electrode positions in the
way that excitation grows with current, as well as possibly
contributing to changes in the shape of the excitation pattern
with current level. Although the data from the present experi-
ment are insufficient to allow the functionL( i ) to be deter-
mined, a comparison of the loudness summation measure-
ments at the two current levels for each subject allows the
relative slopes of this function at the two levels to be in-
ferred.

Our model and data suggest that the loudness of the
dual-electrode stimuli in this experiment was always about
double that of the equally loud constituent single-electrode
stimuli ~before current adjustment!. This proposition flows
from the assumption that the two electrodes would contribute
independently to the overall loudness if their corresponding
activated neural populations were nonoverlapping, and the
observation that the loudness of the dual-electrode stimulus
was independent of electrode separation. If so, the current
adjustments to equalize the loudness at the two overall levels
represented the same loudness change at each level~i.e., 1

2

loudness!. The fact that, on average, more current adjustment
in dB was required at lower levels, implies thatL( i ) cannot
be a power function across the whole dynamic range of cur-
rent. If it were a power function, then equal loudness changes
should be produced by equal ratio adjustments in current,
and therefore there should not have been a significant level
effect when the adjustments were measured in dB.

Recent reports have suggested that loudness may be
modeled as an exponential function of current~Zeng and
Shannon, 1992; Chattejreeet al., 2000!. If loudness were an
exponential function of current, equal loudness adjustments
would result from equal linear current adjustments, and so it
would be predicted that, in experiment 1, the dB or ratio
adjustment in current would be larger for each subject when
overall current level was lower. Given the ratio current ad-
justment measured at the higher level, and the absolute cur-
rent at the two overall levels used in experiment 1, it is
possible to calculate the ratio current adjustment at the lower
level which would be predicted by an exponential function of
loudness. The average data for each of the nine subjects at
the two overall levels were examined individually to test
whether the current adjustments predicted for the lower level
by an exponential or power function were equal to the mea-
sured values. The results of this analysis are shown in Fig. 4,
where, for each subject, the measured value of current ad-
justment is plotted against the predictions based on either a
power or an exponential loudness function. Data which lie
on the diagonal line have predictions which match the mea-
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sured current adjustment. Two general observations can be
made about these data: first, the exponential function~closed
symbols! predicted more ratio current adjustment at the
lower level than did the power function~open symbols!, as
expected; second, the accuracy of each prediction varied sub-
stantially among the subjects. For the five CI22 subjects
~square symbols!, four predictions for the exponential func-
tion and three for the power function were substantially dif-
ferent~by the equivalent of three or more current steps! from
the measured values. In two of the CI22 subjects, the expo-
nential function prediction was substantially worse than the
power function prediction. For all four CI24 subjects~circle
symbols!, however, the exponential-function predictions
were better than the power-function predictions. In general,
our data suggest that, although an exponential function of
loudness may allow better predictions of loudness growth
with current than a power function in some cases, neither
simple function may adequately predict the variations in
loudness growth among different subjects or stimulus param-
eters. This assertion is supported by Eq.~6!, if it is acknowl-
edged that bothg( i ) andE0(x,i ) are likely to be subject and
stimulus dependent, and thatE0(x,i ) is not likely to be in-
dependent ofi over the whole dynamic range of the stimulus.

C. The effect of electrode separation

The results of the experiments show that, unlike the cor-
responding situation in acoustic hearing, the separation of
two electrodes has minimal effect on loudness summation
compared to other factors such as rate and level of stimula-
tion. This supports the introductory discussion about the dif-
ferences between acoustic and electric loudness summation

for components distributed over cochlear place. However, it
is likely that, in both the acoustic and electric cases, the
effects on loudness of frequency or electrode separation de-
pend upon the extent of spatial overlap of mechanical or
neural excitation at the cochlea or acoustic nerve level. With
currently used electrode arrays and stimulus parameters,
most stimuli delivered by different electrodes probably pro-
duce excitation patterns which overlap to some extent. This
is supported by forward-masking patterns obtained using dif-
ferent masker electrodes~for example, see Cohenet al.,
1996!. It is reasonable to assume that the separation of two
electrodes would directly affect the proportion of the total
activated neural population which is excited by both elec-
trodes. The process whereby the neural excitation evoked by
the two electrodes is combined to contribute to the specific
loudness at a particular cochlear place will determine how
electrode separation affects loudness summation.

Figure 5 is a schematic diagram to illustrate the loudness
model for the case of loudness summation across two sepa-
rate electrodes, A and B. The left panel shows the individual
excitation patterns~after temporal integration! arising from
pulses on the two electrodes if they were presented in single-
electrode pulse trains~thin solid lines!, and the overall exci-
tation pattern when both electrodes are activated in the dual-
electrode stimulus. The thick solid line shows the excitation
density function that would be obtained if there was no re-
duction in average spike probability in the overlapping area
when both electrodes are activated, and the dotted line shows
the hypothetical result of including a refractory effect. The
area under this latter curve represents the total excitation
@i.e., g( i )# within the temporal integration window for the
dual-electrode stimulus. Note that the area under the thick
solid line equals the sum of the areas under the two indi-
vidual excitation patterns~thin solid lines!. Thus, if specific
loudness was linearly related to excitation density~and there-
fore overall loudness was related only to the total excitation!,
one would predict that the refractory effect would be the only

FIG. 4. The measured ratio current adjustment at the lower level~vertical
axis! versus the predicted ratio current adjustments~horizontal axis! for
simple power-function~open symbols! and exponential-function~closed
symbols! models of loudness growth with current. The two predictions for
each of the nine subjects in experiment 1 are joined by short horizontal
lines. The CI22 subjects’ data are represented with squares, and the CI24
subjects’ data with circles. The predictions are based on the ratio adjustment
at the higher level for each subject and~for the exponential case! the relative
absolute currents at each level. The diagonal line represents the cases where
predicted and measured ratios are equal.

FIG. 5. The left panel shows a schematic representation of the excitation
density ~total neural excitation within a temporal integration window as a
function of cochlear place! for two single-electrode stimuli~thin solid lines!
and for the corresponding dual-electrode stimulus~before loudness equal-
ization!. A comparison of the thick solid and dotted lines shows the hypo-
thetical result of a reduced spike probability per pulse in the region of
overlapping excitation in the dual-electrode stimulus. The right panel shows
the specific loudness curves for the excitation patterns in the left panel for
the hypothetical transform example shown in the equation.

1521J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 McKay et al. : Loudness summation



factor affecting loudness with varying electrode separation,
and that loudness wouldalways decreasewith increasing
overlap of the individual excitation patterns. However, our
data do not show this pattern of loudness change with elec-
trode separation, and thus a model where there is a nonlinear
transform from neural excitation density to specific loudness
would fit the data better.

Such a nonlinear function,f, is used in the example of
Eq. ~6!, which illustrates two opposing effects on loudness of
varying the electrode separation in dual-electrode stimuli
while keeping current constant. As the separation is de-
creased, the first term decreases because of a reduction in
total excitation due to refractory effects, and the second term
increases because the excitation pattern shape is less flat and
there is a nonlinear transform between excitation density and
specific loudness. To illustrate the latter point, imagine two
normalized rectangular excitation pattern shapes, one of
width 10 mm and constant height of 0.1 spikes/mm, and the
other of width 1 mm and height 1 spike/mm. The integral
over x is unity for each of these normalized shapes. How-
ever, for the example ofn52, the integral in Eq.~6! gives
values of 0.1 and 1, respectively, for these two shapes. To
generalize this illustration, ifn.1, then the integral in the
second term increases as the excitation shape becomes more
narrow or peaked.

The effect of this particular transform is illustrated in the
right panel of Fig. 5, where the four excitation patterns in the
left panel have been transformed to specific loudness via a
power function with exponent 2. In this panel, the overall
loudness is given by the area under the curves. The area
under the thick solid line is now greater than the sum of the
areas under the individual-electrode patterns, illustrating that
loudness willincreasewith increasing overlap of the excita-
tion patterns when refractory effects are excluded. The area
under the dotted line, which represents the specific loudness
taking into account refractory effects, approximately equals
the sum of the individual-electrode areas, illustrating that
refractory effects and a nonlinear transformation from exci-
tation to loudness can work counteractively to keep loudness
relatively constant as separation is changed.

Looking at the effect of electrode separation on loudness
summation in Figs. 1 and 2, it is clear that, although there is
generally very little effect of separation in bipolar modes,
two opposite effects of separation are apparent at the small-
est separation in monopolar mode. A suitable nonlinear trans-
form between excitation density and specific loudness would
predict a loudness increase, or decrease, or no effect as sepa-
ration decreases, depending on the size of the neural refrac-
tory effects.

In the schematic example shown in Fig. 5, the single-
electrode excitation density function is modeled as a Gauss-
ian shape centered on the electrode position. The size of the
reduction in spike probability shown~dotted line! is approxi-
mately that predicted by our earlier work for stimulation
rates of 250 Hz~McKay and McDermott, 1998!. Thus the
transformation function example~excitation squared! pre-
dicts effects on loudness which approximate the data ob-
tained ~i.e., minimal effect of separation!, although further
research is needed to determine the precise form of the func-

tion. A power function to relate neural excitation to loudness
seems plausible and flows from the proposition that the cen-
tral auditory system processes ratio changes of neural exci-
tation to assess stimulus magnitude. Limits to the range of
possible exponent values of such a power function are im-
posed by the requirement to minimize separation effects
when the two excited neural populations overlap. In the ex-
treme case of no overlap, the loudness of a dual-electrode
stimulus must be double that of two equally loud individual
single-electrode stimuli. At the other extreme of complete
overlap of two equally loud stimuli, the total excitation in the
dual-electrode stimulus must be a factor of 21/n greater than
that in the single-electrode stimuli in order to maintain
double the loudness~wheren is the exponent of the power
function!. Our previous work ~McKay and McDermott,
1998! showed that the ratio reduction in spike probability
when rate was doubled was, on average, a factor of about 0.7
for rates in the range of this experiment, leading to the ex-
ponent of 2 used in the example.~The total excitation in the
temporal window for the dual-electrode stimulus is increased
by a factor of 1.4 over the single-electrode case, and 1.42

52.! Values of 0.6 and 0.8 for the average spike probability
reduction lead to exponents of 4 and 1.5 to keep loudness
constant with separation.

D. The effect of rate, and its interaction with
separation effects

As seen in Figs. 1 and 2, higher rates of stimulation led
to greater ratio changes of current being required to equalize
the loudness for dual-electrode stimuli, and this rate effect
was largely negated when the current change was plotted as
a proportion of the dynamic range. As rate was the only
parameter investigated in experiment 1 which affected the
dynamic range of the stimuli~see Table II!, only the rate
effect was potentially altered by expressing the data as a
percentage of dynamic range rather than in dB.

In our model, there are two features which may contrib-
ute to different loudness summation effects at different rates.
The first is that the magnitude of the refractory effect may
vary with rate, which would lead to an interaction between
rate and separation parameters. The data for both subject
groups and both data units~Figs. 1 and 2! show such an
interaction, with the effect of rate being greater at the small-
est separation, especially at the lower levels. The direction of
this interaction effect is consistent with there being a smaller
drop in spike probability in the overlapping region for higher
rates than for lower rates, especially at lower levels.

The second possible influence of rate on the loudness
summation data is the effect of rate on loudness growth or
excitation growth with current. The data showed a significant
main effect of rate, independent of separation, in that more
current adjustment was required for higher rates. This main
effect of rate may be due to a shallower growth of loudness
or excitation with current at higher rates, as suggested also
by the increased dynamic ranges at higher rates~see Table
II !. When the data are expressed as %DR, the data are ‘‘nor-
malized’’ for differentaveragevalues of this slope across the
whole dynamic range. However, since the slope of log (L) vs
log (i) is not constant across the dynamic range, this normal-
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ization would be expected to over- or undercorrect the data
depending on the subject and the level in the dynamic range.
This may explain some of the unexpected interactions of rate
and level in the %DR data. Using the alternative normaliza-
tion of %DR in linear current units will produce a similar
over- or undercorrection in many cases, because log (L) ver-
susi also does not have a constant slope for some of the data
~see Fig. 4!.

E. The effect of mode and pulse duration

The geometry of stimulating electrodes in the cochlea
~monopolar or bipolar with various spatial extents, or com-
mon ground! has an effect on the shape of the current field
and hence on the excitation pattern shape. Pulse duration
may also affect the shape of the neural excitation pattern
~McKay and McDermott, 1999!. Equation~5! predicts that
broader/flatter excitation shapes will evoke a percept less
loud than narrower ones with an equal total excitation. How-
ever, given the counteracting effects of refractoriness and
overall excitation pattern shape in dual-electrode stimuli
when electrode separation is changed, any differences in ex-
citation shape would be predicted to have little impact on the
relative loudness of the~unadjusted! dual-electrode stimulus
relative to that of the single-electrode stimuli. Any differ-
ences in ratio current adjustments to equalize loudness for
different pulse durations and modes should therefore be at-
tributable to differences in the slope of log (L) vs log (i), or
log (g) vs log (i) @given Eq.~6! and our two assumptions of
invariant excitation pattern shape over small current changes
and a power relationship of excitation to specific loudness#.
The results of experiment 2 indicated nonsignificant effects
of pulse duration on required current adjustment, at least for
the two durations studied. There was, however, less current
adjustment needed at lower levels in monopolar mode than
in bipolar mode, consistent with a greater slope of log (L) or
log (g).

This difference in slope for bipolar and monopolar
modes at low levels may be related to differences in how the
average spike probability might change with level in the two
modes. An increase in current will lead to an increase in
excitation via two means: by recruiting further neurons that
were previously below threshold~thus increasing the spatial
spread of excitation!, and by increasing the spike probability
of neurons which are above threshold and not yet firing at
their saturation rate. Our previous work on temporal loud-
ness effects~McKay and McDermott, 1998! predicted the
change of average spike probability with rate of stimulation
at threshold and comfortably loud levels, and found, in a
group of implantees using bipolar modes, that there was no
significant effect of level on either the predicted average
spike probability, or the way it dropped with increasing rate.
This lack of an effect of level on average spike probability
was interpreted to mean that the expected increases in spike
probability of individual neurons with level were offset by
the recruitment of additional neurons close to their thresh-
olds. Given the similarity in absolute average spike probabil-
ity at different levels, it was not surprising that increasing the
rate caused similar reductions in spike probability at different
levels.

It is plausible, however, that the use of monopolar
stimulation might result in a different pattern of average
spike probability change with level than bipolar stimulation.
This is because of the different spatial distributions of the
electric fields produced in bipolar and monopolar modes. In
monopolar mode, the current density decreases less steeply
with distance from the electrode than in bipolar mode. If this
difference leads to a greater spatial spread of activated neu-
rons, but firing with lower spike probability, then an increase
in level at psychophysical threshold in monopolar mode
might result in an increase in the average spike probability.
Such an increase may be expected because proportionately
fewer neurons would be firing at their saturation rate at
threshold in monopolar mode than in bipolar mode.

Furthermore, if the average spike probability was lower
in monopolar mode at lower levels than at higher levels, then
there may also be less refractory effect at low levels, because
the average time interval between individual spikes on a par-
ticular neuron would be longer. Our previous data support
this proposition, because one subject who had a lower pre-
dicted average spike probability~0.6 compared to 0.8 for the
other three subjects; see Fig. 6 of McKay and McDermott,
1998! also showed a much flatter spike probability versus
rate function. A reduction in refractory effects at low levels
in monopolar mode would lead, according to the loudness
model, to the possibility that loudness summation could in-
crease with decreasing electrode separation at low levels and
decrease with decreasing electrode separation at high levels.
Thus, the opposing separation effects seen in the present data
for monopolar mode are plausibly explained by the loudness
model by supposing that, in monopolar mode, average spike
probability and the size of its reduction when rate is effec-
tively doubled both increase with increasing level.

V. CONCLUSIONS

These experiments investigated the effects of electrode
separation, rate, and level of electric stimulation on the loud-
ness summation for dual-electrode stimuli. It was found that
electrode separation had a minimal effect on loudness sum-
mation, whereas increasing the rate of stimulation, or lower-
ing the level of stimulation, led to greater ratio current re-
ductions being necessary to maintain a loudness equal to that
of the component single-electrode stimuli. There were, how-
ever, interactions between electrode separation and the ef-
fects of rate and level, with greater rate and level effects for
adjacent electrode positions.

The data patterns and their interactions were consistent
with a model of loudness comprised of three steps.

~1! The excitation at each position along the cochlea is
summed in a temporal integration window with equiva-
lent rectangular duration of approximately 7 ms.

~2! The resultant excitation density function is transformed
to specific loudness via a nonlinear relationship, such as
a power function with exponent greater than 1.

~3! The overall loudness is calculated by integrating the spe-
cific loudness over position in the cochlea.

To apply this model in a more quantitative way, it will be
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necessary to investigate the transform of excitation to spe-
cific loudness more precisely. In the model, the loudness of a
dual-electrode stimulus relative to its component single-
electrode stimuli is affected by the interactions which happen
in the spatial region where neurons are exposed~above
threshold! to electric fields from both electrodes. The data
suggest that the effect of neural refractoriness in reducing
neural excitation in this overlapping region is largely coun-
tered by a nonlinear transform of excitation to specific loud-
ness, so that the typical effects of electrode separation on
loudness summation are minimal.
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Reconciling frequency selectivity and phase effects in masking
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The effects of auditory frequency selectivity and phase response on masking were studied using
harmonic tone complex maskers with a 100-Hz fundamental frequency. Positive and negative
Schroeder-phase complexes~m1 andm2!, were used as maskers and the signal was a long-duration
sinusoid. In the first experiment, thresholds for signal frequencies of 1 and 4 kHz were measured as
a function of masker bandwidth and number of components. A large difference in thresholds
between them1 and m2 complexes was found only when masker components were presented
ipsilateral to the signal over a frequency range wider than the traditional critical band, regardless of
the absolute number of components. In the second experiment, frequency selectivity was measured
in harmonic tone complexes with fixed or random phases as well as in noise, using a variant of the
notched-noise method with a fixed masker level. The data showed that frequency selectivity is not
affected by masker type, indicating that the wide listening bandwidth suggested by the first
experiment cannot be ascribed to broader effective filters in complex-tone maskers than in noise
maskers. The third experiment employed a novel method of measuring frequency selectivity, which
has the advantage that the overall level at the input and the output of the auditory filter remains
roughly constant across all conditions. The auditory filter bandwidth measured using this method
was wider than that measured in the second experiment, but may still be an underestimate, due to
the effects of off-frequency listening. The data were modeled using a single-channel model with
various initial filters. The main findings from the simulations were:~1! the magnitude response of
the Gammatone filter is too narrow to account for the phase effects observed in the data;~2! none
of the other filters currently used in auditory models can account for both frequency selectivity and
phase effects in masking;~3! the Gammachirp filter can be made to provide a good account of the
data by altering its phase response. The final conclusion suggests that masker phase effects can be
accounted for with a single-channel model, while still remaining consistent with measures of
frequency selectivity: effects that appear to involve broadband processing do not necessarily require
across-channel mechanisms. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1394740#

PACS numbers: 43.66.Dc, 43.66.Nm, 43.66.Ba@MRL#

I. INTRODUCTION

In a pair of papers, Smithet al. ~1986! and Kohlrausch
and Sander~1995! showed that two harmonic tone com-
plexes with identical power spectra and very similar flat tem-
poral envelopes could produce masked thresholds for long-
duration tones that differed by as much as 20 dB. As these
waveforms were based on equations proposed by Schroeder
~1970!, they have come to be known as Schroeder-phase
complexes~Kohlrausch and Sander, 1995; Alca´ntara et al.,
1996; Carlyon and Datta, 1997a,b; Summers and Leek,
1998!. These complexes are comprised of a series of equal-
amplitude harmonic tones, with the starting phase of compo-
nentn assigned according to the following equation:

un56pn~n21!/N, ~1!

whereN is the total number of components. Complexes de-
rived using the ‘‘1’’ sign are known as Schroeder positive
(m1), while complexes derived using the ‘‘2’’ sign are
known as Schroeder negative (m2).1 As pointed out by
Smith et al. ~1986!, these stimuli can be thought of either as
harmonic tone complexes with flat temporal envelopes, or as
a series of repeating linear frequency sweeps, with them1

complex producing downward sweeps and them2 complex
producing upward sweeps.

These complexes are interesting stimuli for psychoa-
coustic experiments for a number of reasons. First, because
they both have the same power spectrum but can produce
very different masked thresholds, they contradict the power-
spectrum model of masking~Fletcher, 1940; Patterson, 1976;
Glasberg and Moore, 1990!. Second, these complexes might
provide some insight into the phase response of the auditory
filters. In particular, it has been proposed that auditory filter-
ing, probably already at the level of the basilar-membrane
~Recio and Rhode, 2000!, alters the waveforms such thatm1

complexes result in a highly modulated, or ‘‘peaky,’’ enve-
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b!Now at: Arbeitsgruppe Medizinische Physik, Universita¨t Oldenburg, 26111

Oldenburg, Germany; electronic mail: torsten.dau@medi.physik.uni-
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lope, whilem2 complexes produce a less modulated, flatter,
envelope. This in turn places certain constraints on the form
of the auditory system’s phase response~Kohlrausch and
Sander, 1995!. Certain models of basilar-membrane filtering
~e.g., Strube, 1985; Gigue`re and Woodland, 1994a! support
this view. For instance, Kohlrausch and Sander~1995! show
in their Fig. 18 that the output of Strube’s~1985! model is
more highly modulated in response to anm1 complex than
to an m2 complex. This is in contrast to the response of a
Gammatone filter~Pattersonet al., 1995!, which shows es-
sentially the same degree of modulation in response to both
~Kohlrausch and Sander, 1995, Fig. 17!. One reason for the
qualitative success of BM models in accounting for the per-
ceptual difference betweenm1 andm2 complexes is that the
phase response of these models has a negative curvature
throughout most of the passband. In the case of them1 com-
plex, this negative curvature compensates for, or ‘‘cancels,’’
the positive curvature of the complex, leading to a filtered
waveform in which the starting phases of all the components
come close to coinciding, giving a peaky envelope. In con-
trast the Gammatone filter, although generally very success-
ful in many psychoacoustic applications, has a curvature that
changes from being negative to positive at the center fre-
quency~CF!, meaning that it can never completely compen-
sate for the curvature of them1 complex ~Kohlrausch and
Sander, 1995!. The lower left panel of Fig. 1 illustrates this
property by plotting the phase response of a segment of the
~linear! Strube transmission-line model with a CF of 1 kHz
~solid light curve!, compared with the response of a fourth-
order Gammatone filter with the same CF~solid heavy
curve!. The other two curves~dotted and dashed! are from
Gammachirp filters~Irino and Patterson, 1997!, discussed
later.

While BM models provide a satisfying qualitative ac-
count, one troubling aspect is that their frequency selectivity

is much poorer than that normally associated with the human
auditory system. To illustrate this, the upper-left panel of Fig.
1 shows the magnitude responses of the respective filters.
Again, the transmission-line and Gammatone filters are de-
noted by the light and heavy solid lines, respectively. The
frequency selectivity of the Gigue`re and Woodland’s~1994a,
b! nonlinear model at medium and high levels is similar to
that of the Strube~1985! transmission-line filter. While it has
been speculated that the phase response of the BM filters,
rather than the magnitude response, is primarily responsible
for the good description of them1 /m2 difference by these
models ~Kohlrausch and Sander, 1995; Alca´ntara et al.,
1996!, this has not been demonstrated. An indication that
broader frequency selectivity may be necessary to account
for large m1 /m2 differences can be found in the data of
Carlyon and Datta~1997b!. They found that thresholds were
affected by masker components that fell outside what is nor-
mally considered the passband of the auditory filter. For in-
stance, thresholds in theirm1 condition increased when
components half an octave and more away from the signal
frequency of 1.1 kHz were removed, even though the phase
and amplitude of the more central components were un-
changed. Using a model~Giguère and Woodland, 1994a!
with much broader frequency selectivity than the Gamma-
tone filter, Carlyon and Datta were able to provide a reason-
able description of their results. It seems unlikely that a simi-
larly good description would have been possible with a
Gammatone filter, even if its phase response had been altered
to provide negative curvature throughout the passband.

Carlyon and Datta~1997b! attributed the effect of the
masker bandwidth to the absolute number of components
present, as this limits the maximum peakiness of the enve-
lope. However, it is possible that the limiting factor was not
the number of components, but rather the bandwidth of the
masker, relative to the signal frequency. It may be, for in-
stance, that the presence of ‘‘off-frequency’’ components is
necessary to elicit a largem1 /m2 difference, as suggested
by Busset al. ~1998!. This explanation is more likely if the
effects of nonlinear interactions, such as suppression~Oxen-
ham and Plack, 1998!, or across-frequency mechanisms,
such as in comodulation masking release~CMR! ~Hall et al.,
1984!, play a role in determining thresholds. The role of such
mechanisms could explain why it is necessary when using a
single-channel model to assume broader frequency selectiv-
ity than is necessary in most other situations. No attempts
have been made so far to reconcile frequency selectivity and
seemingly broadband phase effects within the same model.

The first experiment studies the effect of masker band-
width on thresholds inm1 and m2 maskers. By using two
signal frequencies~1 and 4 kHz!, it was possible to dissoci-
ate the effects of an absolute number of components and
relative bandwidth. In some conditions, by presenting the
off-frequency components to the ear contralateral to the sig-
nal, we were able to examine the possible role of higher-
level, across-channel mechanisms in determining thresholds.

FIG. 1. The magnitude and phase responses of the filters used in the simu-
lations are shown in upper and lower panels, respectively. The left panels
show the responses of the Gammatone~heavy solid curve!, 60-dB and
40-dB Gammachirp~dashed and dotted curves, respectively!, and Strube’s
transmission-line~light solid curve! filters, all centered at 1 kHz. The upper-
right panel shows the magnitude response of the fitted filter~solid curve; see
text for details! and the 60-dB Gammachirp filter~dashed curve! centered at
2 kHz, and used in modeling the results from Experiment 3. The phase
response shown in the lower-right panel has the same curvature as them2

complex used in Experiment 3.
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II. EXPERIMENT 1. EFFECTS OF NUMBER OF
COMPONENTS AND MASKER BANDWIDTH

A. Stimuli and conditions

The masker was a 320-ms~total duration! harmonic tone
complex with a fundamental frequency (f 0) of 100 Hz, gated
on and off with 10-ms raised cosine ramps. The level of the
masker was set to 60 dB SPL per component. The sinusoidal
signal was temporally centered within the masker and had a
total duration of 260 ms, gated with 30-ms raised-cosine
ramps. The signal frequency (f s) was either 1 or 4 kHz. In
all but one condition, the masker was derived from a har-
monic tone complex with equal-amplitude frequency compo-
nents from 200 to 5000 Hz, with the phase of each masker
component selected based on Eq.~1! with N549. One com-
parison condition was run using a 1-kHz signal, in which the
masker was derived using components from 200 to 2000 Hz
(N519). For every condition, signal thresholds were mea-
sured in bothm1 and m2 configurations. The signal was
always added in phase with the masker component at the
signal frequency. Figure 2 shows a schematic diagram of the
power spectra of the conditions tested. In certain conditions
some of the masker components were eliminated, but the
starting phases of the remaining components were not
changed. The dotted lines indicate components presented to
the ear contralateral to the signal.

The 1-kHz narrowband condition is similar to one tested
by Carlyon and Datta~1997b!. Based on their results, we
expect them1 /m2 difference to be reduced relative to the
broadband condition. The 4-kHz narrowband masker has
about the same relative bandwidth as the 1-kHz narrowband
masker, but the same number of components as in the 1-kHz
comparison condition. If, as suggested by Carlyon and Datta
~1997b!, the number of components is critical, then the 19
components of the 4-kHz narrowband masker should be suf-
ficient to produce a largem1 /m2 difference. On the other

hand, if a relatively wide masker bandwidth is necessary
regardless of the number of components, then them1 /m2

difference should be small in the 4-kHz narrowband condi-
tion.

The two contralateral conditions present the narrowband
masker and the signal to one ear, and the remaining compo-
nents from the broadband masker to the other ear. If higher-
level across-channel processing is partly responsible for the
m1 /m2 difference, then we might expect the contralateral
components to have some effect. On the other hand, if the
difference is mediated solely by peripheral mechanisms, then
the contralateral components would not be expected to have
any effect on thresholds.

The 1-kHz highpass and lowpass conditions test which
range of components contribute more to them1 /m2 differ-
ence. The 1-kHz comparison condition was included to pro-
vide a direct comparison with previous studies, many of
which have used very similar parameters~Kohlrausch and
Sander, 1995; Carlyon and Datta, 1997a!, and with the 4-kHz
narrowband condition, which used the same number of com-
ponents.

In pilot tests, it was noticed that distortion products
could be heard in the 4-kHz narrowband condition and that
they were modulated by the presence of the signal. Because
of this, a lowpass pink noise~2.5-kHz cutoff frequency! was
added at a level of 38 dB SPL per 1/3 octave band to all the
4-kHz conditions in order to mask any distortion products.
The stimuli were generated digitally and played out using a
LynxOne sound card at a sampling rate of 32 kHz. The
stimuli were passed through a programmable attenuator
~TDT PA4! and headphone buffer~TDT HB6! before being
presented to the listener via Sennheiser HD 580 headphones.
The stimuli~except for the contralateral masker components!
were presented to the listener’s left ear. Listeners were seated
in a double-walled sound-attenuating booth.

FIG. 2. Schematic diagram of the
stimuli used in Experiment 1. Dashed
lines denote components presented
contralaterally.
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B. Procedure

An adaptive three-interval three-alternative forced-
choice ~3AFC! procedure was used in conjunction with a
2-down 1-up tracking rule to estimate the 70.7% correct
point on the psychometric function~Levitt, 1971!. Each in-
terval in a trial was separated by an interstimulus interval
~ISI! of 500 ms. The intervals were marked on a computer
monitor and feedback was provided after each trial. Listeners
responded via the computer keyboard or mouse. The initial
step size was 5 dB, which was reduced to 2 dB after the first
2 reversals. The threshold was defined as the mean of the
remaining 8 reversals. Four threshold estimates were ob-
tained from each listener in each condition.

C. Subjects

Four listeners participated as subjects in this experiment.
Two were the authors, one was a graduate student in the first
author’s laboratory, and the other was paid for her services.
The age of the subjects ranged from 24 to 34 years. All had
thresholds of less than 15 dB HL at octave frequencies be-
tween 250 and 8000 Hz. The two less experienced subjects
received at least 6 h training before data were collected.

D. Results

The trends of the four listeners were very similar, and so
only the mean data from Experiment 1 are shown in Fig. 3.
Thresholds in the presence of them1 and m2 maskers are
shown as downward-pointing and upward-pointing triangles,
respectively. The error bars denote61 standard error of the
mean across subjects.

In the comparison condition, the difference between the
two masker types is about 20 dB, which is consistent with
previous studies using similar stimulus parameters~Kohl-
rausch and Sander, 1995; Summers and Leek, 1998!. The
difference in the 1-kHz broadband condition is much smaller
~5.3 dB!. The increase in thresholds for them1 complex,
relative to the comparison condition, is probably in part be-
cause the sweep rate~the change in group delay as a function
of frequency, or phase curvature! of the m1 complex does

not match the curvature of the auditory filters at 1 kHz as
well as does the reference condition. The Schroeder-phase
complex produces a linear frequency sweep, meaning that
the phase curvature (d2u/d f2) is constant and independent
of frequency (f ). The curvature of them1 complex is de-
termined byf 0 and the number of components (N) ~Kohl-
rausch and Sander, 1995!:

d2u

d f2 5
2p

N f0
2 . ~2!

Increasing the number of components from 19 to 49 there-
fore leads to a decrease in the curvature by a factor of more
than 2.5.

Thedecreasein thresholds for them2 1-kHz broadband
condition, relative to the comparison condition, probably
cannot be explained in these terms. Instead, it is helpful to
consider that the proportion of time within each masker cycle
in which the instantaneous frequency falls within the band-
pass region of the auditory filter centered at 1 kHz is reduced
when the bandwidth of the stimulus is increased. This means
that, regardless of the local curvature of the complex, the
frequency sweep will excite the auditory filter for a smaller
proportion of the period, leading to a modulated envelope for
the m2 complex, and hence to lower thresholds.

Unfortunately, the 1-kHz broadband condition does not
provide a very good baseline condition, as them1 /m2 dif-
ference is already rather small. Nevertheless, as expected, the
m1 /m2 difference for the 1-kHz narrowband condition is
even smaller. Them1 /m2 difference for the 1-kHz con-
tralateral condition is about the same as for the narrowband
condition, suggesting that the contralateral components did
not influence performance. The 1-kHz lowpass condition
shows thresholds that are elevated with respect to the broad-
band condition for bothm1 and m2 complexes, while the
highpass results are very similar to those of the broadband
condition.

The 4-kHz broadband condition showed a substantial
m1 /m2 difference of about 16 dB. This is similar to the
difference found by Summers and Leek~1998! for a similar
stimulus configuration. Them1 /m2 difference for the 4-kHz
narrowband condition was much smaller~5.4 dB!, despite
the fact that the number of components was the same as in
the 1-kHz comparison condition. This suggests that masker
components interacting over a relatively wide frequency re-
gion may be required to produce a largem1 /m2 difference.
As at 1 kHz, the 4-kHz contralateral condition does not ap-
pear to differ from the 4-kHz narrowband condition, again
suggesting no influence of the contralateral masker compo-
nents.

In summary, a largem1 /m2 difference requires the
presence of masker components over a frequency range
wider than a traditional critical band~e.g., Scharf, 1970!.
This makes it seem intuitively unlikely that single-channel
models, with sufficient frequency selectivity to predict other
psychoacoustic data, could be used to predict these differ-
ences. However, as intuition can be misleading in such cases,
quantitative modeling was used to test the ability of current
models to predict the data. The following section uses a va-

FIG. 3. Mean data from Experiment 1. Error bars denote61 standard error
of the mean.
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riety of filter models, combined with the detection model of
Dau et al. ~1997a!, in an attempt to describe the data from
Experiment 1.

III. MODEL PREDICTIONS FOR EXPERIMENT 1

A. Description of the model

The model used here is based on the single-channel ver-
sion of the model described by Dauet al. ~1997a, b!. This
model has been successful in predicting a variety of
simultaneous- and forward-masking data, as well as
modulation-detection data. It is assumed that the signal is
detected by a filter centered at the signal frequency and only
the output from that filter is processed further. Briefly, the
filtered stimulus is half-wave rectified and passed through a
series of feedback loops, which simulate certain aspects of
auditory-nerve adaptation. The output from the adaptation
loops is passed through a bank of modulation filters. The
output from the modulation filterbank is compared with an
internal template of the signal, and decisions are derived us-
ing a version of an optimal detector. The model’s ability to
describe detection in the presence of temporally fluctuating
maskers, and the ability of the detector to make use of infor-
mation in the masker valleys, make it a good candidate for
predicting the present data. All model parameters were iden-
tical to the ones used by Dauet al. ~1997a!.

A number of different front-end filters were used with
the model. The first was the linear transmission-line model of
Strube~1985!. This was used in the first version of the model
~Dau et al., 1996a,b! and a nonlinear version~Strube, 1986!
has also been used to predict data on vowel identification
using Schroeder-phase stimuli~Alcántaraet al., 1996!.2 The
second was a fourth-order Gammatone filter, which has been
used in numerous models of auditory processing~e.g., Med-
dis and Hewitt, 1991; Dauet al., 1997a; Ellis, 1999; Gods-
mark and Brown, 1999!. Third, two versions of the Gam-
machirp filter ~Irino and Patterson, 1997! were tested. The
filter parameters were taken from Table II of Irino and Patter-
son ~1997!, averaged across all subjects at each center fre-
quency. The two versions used parameters corresponding to
signal levels of 40 and 60 dB SPL, which lie near the ex-
tremes of the signal levels measured in Experiment 1. The
magnitude and phase responses of all four filters at 1 kHz are
shown in the left-hand panels of Fig. 1. Finally, a filter was
tested which combined the phase response of the Strube filter
with the magnitude response of the Gammatone filter. This
was done to test the idea that the phase response, rather than
the magnitude, was critical in being able to predict the
m1 /m2 difference ~Kohlrausch and Sander, 1995!. The
3-dB bandwidths and the equivalent rectangular bandwidths
~ERBs! of these filters are given in Table I.

Simulations were run separately for each filter type. The
stimuli were calculated in the same way as in the actual
experiment and the model acted as a subject, being presented
with three intervals, one of which contained the signal. The
adaptive procedure was also the same as that used in the
actual experiment. The predictions are the mean of four
threshold estimates for each condition. Predictions were not

made for the contralateral conditions, as the results would
have been identical to those in the narrowband conditions.

B. Model results

The predictions from the five filter versions are shown in
Fig. 4. As expected based on previous studies~Kohlrausch
and Sander, 1995; Alca´ntaraet al., 1996; Carlyon and Datta,
1997b!, the transmission-line model is able to predict an
m1 /m2 difference in the comparison condition, although it
is smaller than that observed experimentally~11.5 dB com-
pared with 20 dB!. The correct trend is also observed in
some of the other conditions. Some discrepancies are appar-
ent, however. For instance, the 1-kHz lowpass and 1-kHz
broadband predictions are very similar and are different from
the predictions for the 1-kHz narrowband and 1-kHz high-
pass conditions. This is expected, given the highly asymmet-
ric magnitude response of the filter, where much more
weight is given to frequency components below the CF than
above. However, these trends were not observed in the data.
The predictedm1 /m2 difference of 8 dB in the 4-kHz
broadband condition is again less than the observed value of
16 dB. Also, the predicted difference between the 4-kHz
broad- and narrowband conditions consists mainly of a de-
crease in the predictedm2 threshold. This can probably be
explained by the reduction in the masker energy falling
within the wide filter passband as the masker bandwidth is
reduced, and because the elimination of many components
results in a more modulated waveform. In contrast, the data
show the opposite effect, with the main difference between
the 4-kHz broad- and narrowband conditions being an in-
crease in them1 threshold. The pattern of results for the
Gammachirp filter at 60 dB SPL is very similar to that of the
transmission-line model.

Both the 40-dB Gammachirp and the Gammatone filters
fail to show a substantialm1 /m2 difference or any effect of
stimulus bandwidth. Because the change in the Gammachirp
parameters results in a change in both the magnitude and
phase characteristics of the filter, it is not possible to say
which is responsible for the difference in the predictions be-
tween the two versions. The final simulation, combining the
Gammatone filter’s magnitude response with the

TABLE I. Description of filters used in the simulations of Experiment 1.

Center
frequency

~Hz!

3-dB
bandwidth

~Hz!
ERB
~Hz!

1000 365 407
Strube transmission-line filter 2000 701 803

4000 1217 1452

1000 214 249
Gammachirp 60 dB 2000 516 582

4000 959 1114

1000 153 175
Gammachirp 40 dB 2000 374 426

4000 701 800

1000 116 133
Gammatone 2000 208 241

4000 406 457
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transmission-line filter’s phase response, answers that ques-
tion. This hybrid filter shows anm1 /m2 difference of
around 4.5 dB in the comparison condition, which lies in
between the predictions of the transmission-line and Gam-
matone filters. Thus, even with a phase response that can in
principle be used to predict anm1 /m2 difference, the pass-
band of the Gammatone filter seems to be simply too narrow
to allow a substantial difference to be predicted. It is inter-
esting, however, that the small difference~3.6 dB! predicted
in the 1-kHz broadband condition becomes 2 dB smaller in
the 1-kHz narrowband condition. This implies that even with
the frequency selectivity assumed by the Gammatone filter,
components well outside its 3-dB bandwidth can still con-
tribute to reducing thresholds. This is similar to the findings
of Verheyet al. ~1999!.

C. Predictions using the temporal-window model

None of the filters tested provided very convincing fits
to the data in conjunction with the model of Dauet al.
~1997a!. This could be an inherent problem with all the fil-
ters tested, or it could be a limitation of the detection model.
To help address this, the data were simulated using the
temporal-window model~Moore et al., 1988; Plack and
Moore, 1990; Oxenham and Moore, 1994; Oxenham and
Plack, 2000!. Stimuli were filtered using Strube’s
transmission-line filter, as that provided the best fits to the
data in Experiment 1. The stimuli were then half-wave rec-
tified, subjected to a power-law nonlinearity, and passed
through a sliding temporal integrator, or temporal window.
Threshold was determined by the maximum ratio between
the window output due to the masker alone and the output
due to the masker plus signal. A variety of window shapes
and durations were tested in combination with a number of
different power-law nonlinearities (y5xp), ranging from
very compressive (p50.1) to energy detection (p52).
None of these combinations improved on the predictions of
the Dauet al. model. This provides some indication that the
failure of the model may be due to the initial filtering stage,
rather than the particular post-filtering model we chose to
use.

D. Discussion

A comparison of Figs. 3 and 4 shows that none of the
filters can provide a completely satisfactory account of the
data, at least when used in conjunction with the detection
model of Dauet al. ~1997a! or with the temporal-window
model. The two broadest filters, Strube’s transmission-line
model and the 60-dB Gammachirp, provide the most con-
vincing fits. This is somewhat disturbing, as the frequency
selectivity associated with both filters is much broader than
that exhibited by the Gammatone filter, which is generally
believed to provide a good description of auditory frequency
selectivity at low and medium sound pressure levels~Patter-
son, 1976; Glasberg and Moore, 1990; Derleth and Dau,
2000!. In contrast to the speculation of Kohlrausch and
Sander ~1995!, combining the amplitude response of the
Gammatone filter with the phase response of the
transmission-line model does not seem to be sufficient to
produce predictions in line with the data.

There is a possibility, albeit an unattractive one, that the
effective frequency selectivity of the auditory system is
somehow different for harmonic tone complexes than for
noise. Lentzet al. ~1999! found similar auditory filter shapes
when measuring thresholds both in noise and in tone com-
plexes with logarithmically spaced components, although the
estimated filter bandwidths for a profile-analysis task using
the same complex-tone stimuli were considerably larger. To
our knowledge, no direct measures of frequency selectivity
have been made using harmonic tone complexes. The second
experiment was designed to estimate frequency selectivity in
noise and in harmonic tone complexes, with fixed or random
phases, using a variant of the notched-noise method~Patter-
son, 1976; Glasberg and Moore, 1990!.

FIG. 4. Predictions of Experiment 1 using different auditory filter models.
As in Fig. 3, upward- and downward-pointing triangles denote thresholds
with the m2 andm1 maskers, respectively.
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IV. EXPERIMENT 2. FREQUENCY SELECTIVITY IN
NOISE AND COMPLEX TONES

A. Methods

Many of the stimulus parameters and procedures were
the same as in Experiment 1. Primarily those that differed are
mentioned here. The signal frequency in this experiment was
2 kHz. This was chosen so that a maskerf 0 of 100 Hz could
still be used but the relative spectral notch could be manipu-
lated in a more fine-grained way than would be possible at 1
kHz. The starting phase of the signal was random and was
different in each trial. This was done because many condi-
tions did not include a masker component at the signal fre-
quency, and in order to make thresholds in the noise and tone
complex maskers as comparable as possible. The harmonic
tone complex masker was created with components from 100
Hz to 4000 Hz. In certain conditions, components around the
signal frequency were eliminated. In the first part, onlym1

and Gaussian-noise maskers were tested. The noise masker
had the same bandwidth as the tone complex and had a spec-
trum level of 40 dB SPL. This level was chosen as it was
approximately equal to the average spectrum level of the
tone complex~60 dB SPL per component, spaced 100 Hz
apart!. In the second part, three other maskers were also
tested. These were anm2 complex, a cosine-phase complex,
and a random-phase complex. In the random-phase complex,
the phase of each component was taken from a uniform dis-
tribution on each interval of a trial. Spectral notches, placed
symmetrically around the signal frequency, were introduced
into the maskers. The distances between the signal frequency
and the edge of the noise~or the nearest masker component!
were 0.05, 0.1, 0.2, 0.3, and 0.4f s . For the harmonic tone
complex maskers, the spectral notches were created by re-
moving 1, 3, 5, 7, and 9 spectral components, respectively.
For the noise masker, the notch was created by setting the
magnitude values of the noise’s Fourier transform to zero
within the notch. Therefore, the steepness of the attenuation
slopes at the cutoff frequencies was limited only by the gat-
ing of the maskers. The stimuli were presented diotically
over Sennheiser HD 580 headphones.

An adaptive three-interval 3AFC procedure was used in
conjunction with a 2-down 1-up tracking rule to estimate the
70.7% correct point on the psychometric function~Levitt,
1971!. Each interval in a trial was separated by an ISI of 500
ms. The intervals were marked on a computer monitor and
feedback was provided after each trial. Listeners responded
via the computer keyboard or mouse. The initial step size
was 5 dB, which was reduced to 2 dB after the first 4 rever-
sals. The threshold was defined as the mean of the remaining
6 reversals. Three threshold estimates were obtained from
each listener in each condition. Three of the four listeners
from Experiment 1~SD, TD, and AO! participated in the first
part of this experiment. Only the authors~TD and AO! par-
ticipated in the second part.

B. Results

The mean data from three listeners, using only them1

complex and the Gaussian-noise masker, are shown in the
left panel of Fig. 5. Error bars denote61 standard error of

the mean across listeners. For the broadband maskers with
no notch, the mean threshold in them1 condition is about 26
dB lower than in the noise condition. This difference is to-
tally eliminated for all other conditions, and is even slightly
reversed at the 0.05 deviation, where only the masker com-
ponent at the signal frequency was removed. This can prob-
ably be understood in terms outlined by Duifhuis~1970,
1971!. He found that a high-order harmonic in a pulse train
was individually audible only if it wasnot present in the
spectrum. This seemingly paradoxical result can be under-
stood if one considers that the operation of removing a com-
ponent is identical to adding one in antiphase to the original.
The time waveform of such stimuli can be seen to be a pulse
train with the addition of a sinusoid with a frequency of the
removed component~see Fig. 5 of Duifhuis, 1970!. In our
case, the removal of the single component was equivalent to
the addition of a 60-dB SPL sinusoidal masker at the signal
frequency, which presumably had the effect of ‘‘filling up’’
the temporal valleys of the internalm1 masker waveform. In
the 0.05 notch condition, a tonal component at the signal
frequency was heard in all intervals using them1 masker. As
the signal had a random starting phase, the addition of the
signal could result in an increase, decrease, or no change in
the perceived level of that component, depending on the ex-
act phase and level relationship between the masker compo-
nent and the signal. Detecting a random level change in a
tone is somewhat different from detecting the presence of an
otherwise absent tone~Green, 1967!, which may explain
why the meanm1 threshold for the 0.05 notch is actually
higher than that for the noise.

Disregarding the no-notch and the 0.05 conditions, the
data provide no evidence for different effective frequency
selectivity in the presence of anm1 tone complex. This find-
ing was extended to other harmonic tone complexes, using
the two authors as listeners, as can be seen in the right panel
of Fig. 5. In the broadband~no-notch! condition, them1

complex ~downward-pointing triangles! produces the least
masking, with the cosine complex~diamonds! producing
somewhat more masking, and all the other maskers produc-
ing similar amounts, with thresholds ranging from around 58
to 66 dB SPL. In the 0.05 notch condition, them1 and co-

FIG. 5. Mean results from Experiment 2. The left panel shows the mean of
three listeners with Gaussian noise~squares! and anm1 tone complex~tri-
angles! as maskers. The right panel shows the mean from a subset of two of
the three listeners for a variety of different maskers~see the legend and the
text for details!.
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sine maskers both produce the highest thresholds, presum-
ably because both result in the percept of a Duifhuis pitch.
Again, except for the 0 and 0.05 conditions, there is no evi-
dence for differences in effective frequency selectivity in the
presence of the different maskers. One trend, which was ap-
parent for both listeners, is that the random-phase masker
produces the most masking in almost all conditions, even
though the dependence of thresholds on notch width is very
similar to that found in the other conditions.

These results are reassuring: the idea that different
stimuli require different filters would have been unparsimo-
nious and difficult to justify within a physically realizable
system. Nevertheless, the frequency selectivity demonstrated
is rather good; increasing the total notch width from 200 Hz
to 1600 Hz resulted in a mean threshold drop of about 30 dB.
It seems unlikely that such good frequency selectivity could
be achieved with either the transmission-line or the 60-dB
Gammachirp filter. This was tested quantitatively in the fol-
lowing section.

C. Model predictions

The model was identical to the one described in Sec.
III A. All four filters were tested again, using the stimuli
from Experiment 2. This time, the Gammachirp filter param-
eters were taken from the 2-kHz parameters shown in Irino
and Patterson~1997!. The predictions are shown in Fig. 6.
Considering only conditions with spectral notches, it is the
Gammatone and 40-dB Gammachirp filters that provide the
more convincing fits. Both show an average decrease in
thresholds of around 30 to 35 dB, compared with around 20
dB for the 60-dB Gammachirp and 15 dB for the
transmission-line filter. Furthermore, both of the broader fil-
ters predict much higher thresholds in the noise and random-
phase conditions than in any of the other conditions. These

differences are not observed in the data. None of the four
filters predicts lower thresholds in them1 condition than in
the cosine condition, while the data show about a 10-dB
advantage.

The 60-dB Gammachirp filter proved to be somewhat
too wide to account for the data from Experiment 2. The
discrepancy between the 60-dB Gammachirp predictions and
the data is probably primarily due to our method of measur-
ing frequency selectivity, rather than a failure of the Gam-
machirp filter. We chose to keep the masker spectrum level
constant while varying the level of the signal to achieve
threshold, as has been done in most studies of frequency
selectivity ~Patterson, 1976; Patterson and Nimmo-Smith,
1980; Moore and Glasberg, 1983; Glasberg and Moore,
1990!. In contrast, the parameters of the 60-dB Gammachirp
filter ~Irino and Patterson, 1997! were derived from the data
of Rosen and Baker~1994!, in which the signal level was
held constant at 60 dB SPL, while the masker level for each
notch width was varied to achieve threshold. Rosen and
Baker ~1994! and Rosenet al. ~1998! have argued on both
theoretical and empirical grounds that it is more appropriate
to hold the signal level constant, thereby assuming that the
filter shape is governed by the output level of the filter. The
earlier method~e.g., Patterson and Nimmo-Smith, 1980! im-
plicitly assumes that the filter shape is governed by the input
sound level to the filter, i.e., the total sound energy, regard-
less of its frequency content. A recent study of Glasberg and
Moore ~2000! supports the conclusion of Rosen and col-
leagues that the filter shape is more accurately defined by
keeping the signal level fixed, i.e., that the filter shape is
determined by the filter output level. If the fixed-signal
method provides a more accurate estimate of filter shape at a
given sound level, then our results from Experiment 2 repre-
sent a composite filter shape, averaged across levels ranging
from 60 to 35 dB SPL. This is expected to be considerably
narrower than the ‘‘true’’ filter shape for a constant output
level of 60 dB SPL, which is the basis of the 60-dB Gam-
machirp filter.

D. Discussion

Certain conclusions can be drawn from the data and
simulations of Experiments 1 and 2. First, none of the filters
correctly predicts the pattern of results in the no-notch con-
dition. For instance, in contrast to the data, all filters resulted
in lower predicted thresholds for the cosine-phase masker
than for them1 masker. Also, whereas the data showed very
little difference in thresholds between the noise masker and
the m2 masker, the simulations predicted threshold differ-
ences of between 15 and 30 dB. These discrepancies suggest
that the phase response of even the transmission-line or
60-dB Gammachirp filters may not be appropriate for mod-
eling the phase response of the human auditory system. Sec-
ond, the magnitude response of the Gammatone filter is too
narrow to account for the phase effects observed in Experi-
ment 1, but provides a good account of the frequency selec-
tivity measured in Experiment 2. One interpretation of this,
which is consistent with the work of Rosen and colleagues
~Rosen and Baker, 1994; Rosenet al., 1998!, is that the
‘‘true’’ frequency selectivity in the presence of the maskers

FIG. 6. Model predictions of Experiment 2.
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used in Experiment 1 is considerably poorer~broader! than
that implied by Experiment 2. Accordingly, the Gammatone
filter with an ERB set to approximate the ERB as defined by
Glasberg and Moore~1990!, is probably too narrow to ac-
count for frequency selectivity with broadband stimuli at
moderate sound levels of around 60 dB SPL. The consider-
ably wider 60-dB Gammachirp filter is probably a better ap-
proximation.

V. EXPERIMENT 3. CONTRIBUTIONS OF INDIVIDUAL
MASKER COMPONENTS

As discussed earlier, the assumption of the fixed-masker
or fixed-signal notched-noise paradigm is that the input level
or the output level of the filter, respectively, drives changes
in filter shape. In fact, both methods~fixed-signal or fixed-
masker level! provide a linear approximation to a nonlinear
system and so it is highly unlikely that either approach is
strictly correct. For instance, both approaches fail to take
account of the contributions of suppression to masking~Del-
gutte, 1990; Moore and Vickers, 1997; Oxenham and Plack,
1998!. In order to bypass the input- vs. output-level debate, it
is necessary to find a method of measuring filter shape in
which both the input and output levels of the filter remain
roughly constant. This was achieved in Experiment 3. Notic-
ing that removing the masker component at the signal fre-
quency from them1 masker was sufficient to eliminate the
m1 /m2 difference, we reasoned that the effect of removing
any other single component from the masker could provide a
measure of that component’s effectiveness, and hence an in-
direct measure of its attenuation, relative to the central com-
ponent. Experiment 3 therefore measured the effect of re-
moving a single masker component fromm1 and m2

complexes as a function of the component’s frequency.

A. Methods

1. Effect of component frequency

The procedure was the same as in Experiment 2, as was
the signal~2 kHz! and the method of stimulus generation and
presentation. The masker was a harmonic tone complex with
an f 0 of 100 Hz and a level of 60 dB SPL per component.
The components were in eitherm1 or m2 phase, derived
from a complex with components from 100 to 4000 Hz. The
experiment investigated the effect of removing a single
masker component as a function of the frequency separation
between the masker component and the signal. For them1

complex, the separations tested were 0,6100,6200,6400,
6800, and61200 Hz. For them2 complex, the effect was
considerably smaller~as expected from Experiment 2! and so
only separations of 0 and6400 Hz were tested. Thresholds
in the broadband conditions were also tested, as were thresh-
olds for a bandpass condition where only components be-
tween 800 and 3200 Hz~i.e., 61200 Hz! were present.

2. Effect of component level

As discussed in Sec. IV B, the absence of a given com-
ponent can be treated as an addition of that component in the
antiphase. The reasoning behind this experiment was that in
the m1 condition, the effect of the absence~or antiphasic

addition! of a given component would decrease as the fre-
quency separation between the component and the signal in-
creased. This can be treated as a measure of the attenuation
of a given component, relative to the component at the signal
frequency. In other words, plotting the signal threshold as a
function of the missing component frequency provides some-
thing akin to a masking pattern. However, the masking pat-
tern provides only an indirect measure of filter attenuation.
To derive the effective attenuation, it is necessary to know
how signal thresholds change as a function of the masker
component level at the signal frequency. This was done in
the second part of the experiment, using the same signal and
m1 complex as in the first part, by adding a masker compo-
nent at the signal frequency in antiphase to the original com-
ponent at that frequency and measuring thresholds as a func-
tion of the antiphasic component level. Setting the level of
the antiphasic component to be the same as that of the other
masker components~0 dB! was equivalent to removing the
masker component at that frequency completely. The three
listeners who participated in Experiment 2 completed both
parts of this experiment.

B. Results and discussion

The individual results from the second part of the ex-
periment were fairly clear-cut. All three listeners showed a
relationship between the antiphasic component level and the
signal threshold that was very close to linear, at least down to
a component level of224 dB. Individual regression lines for
the data down to and including224 dB had slopes of21.1,
20.87, and20.97 for listeners AO, TD, and SD, respec-
tively. The linear relationship between the signal threshold
and effective on-frequency component level suggests that we
can interpret changes in threshold as a function of signal–
component frequency separation directly in terms of filter
attenuation, down to levels of –24 dB. These results are
plotted in the upper-left panel of Fig. 7. Thresholds in the
presence of them1 and m2 complexes are shown as
downward- and upward-pointing triangles, respectively. The
dashed and dotted lines denote thresholds for the broadband
m1 andm2 complexes, respectively. Not shown are thresh-
olds in the presence of them1 complex with components
from 800 to 3200 Hz only~but with the same phases as in the
broadband condition!. They were not significantly different
from the broadbandm1 thresholds for any listener~t-test,
p.0.05!, suggesting that components below 800 Hz or
above 3200 Hz do not contribute to determining thresholds at
a signal frequency of 2000 Hz.

In them2 complex, the effect of removing a component
is relatively small~about 5 dB! in the on-frequency condi-
tion, and is negligible at a frequency spacing of6400 Hz.
This is presumably because them2 waveform, once passed
through the auditory filters, is not highly modulated and so
there are no significant temporal valleys for the additional
sinusoid to ‘‘fill up.’’ In contrast, removing the on-frequency
component in them1 complex results in a threshold increase
of more than 25 dB. The effect of removing a component
decreases with increasing frequency separation, as expected,
so that the effect is negligible at the largest separations of 1.2
kHz ~0.6 in the normalized units of Experiment 2!.
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As a linear relationship was found between the on-
frequency component level and signal threshold for attenua-
tions up to 24 dB, them1 thresholds plotted in the upper-left
panel of Fig. 7 can be interpreted directly in terms of audi-
tory filter attenuation for all but the 1.2-kHz separation
points. However, thresholds for the missing on-frequency
component itself may require a more careful interpretation.
In this case, a tonal component at the signal frequency was
heard in all intervals. As discussed in Experiment 2, the ad-
dition of the signal could result in an increase, decrease, or
no change, in the perceived level of that component, depend-
ing on the exact phase and level relationship between the
masker component and the signal. This may explain the
sharp increase in thresholds for the central data point.

Although the method used here has the advantage that
the input and output level of the filter remain roughly con-
stant, it has the disadvantage that it is not possible to rule out
‘‘off-frequency listening’’ ~Patterson and Nimmo-Smith,
1980!; O’Loughlin and Moore, 1981!. Especially at higher
signal levels, it may be that the signal is detected best in
filters tuned away from the signal frequency. Because of this,
the estimates of the filter bandwidth even with this new
method may be somewhat too narrow. This is discussed fur-
ther below.

C. Model predictions

The basic model tested here was the same as that used
for Experiments 1 and 2. The filters were the transmission-
line filter, the Gammatone, and a 60-dB Gammachirp, all
centered at 2 kHz. The predictions are shown in the remain-
ing panels of Fig. 7.

The transmission-line filter shows a highly asymmetric
masking pattern, as would be expected from its magnitude
response, which is similar to that shown for the 1-kHz
transmission-line filter~Fig. 1!. The decrease in thresholds
above the signal frequency for them1 condition is similar to
that observed in the data: thresholds are about 16 dB lower at
the 0.4-kHz separation than at the peak in both the data and
the predictions. However, the decrease in thresholds for com-
ponents lower than the signal in frequency is far too shallow
in the predictions: at the21.2-kHz separation, predicted
thresholds are only 12 dB lower than at the peak, compared
with 26 dB in the data.

The 60-dB Gammachirp provides a reasonably good ac-
count of the frequency selectivity, thereby validating its use
in Experiment 1, and supporting the idea that its failure in
Experiment 2 was due to in part to a changing of the effec-
tive auditory filter shape in the experiment as the spectral
notch widened. However, the tuning is still somewhat too
broad on the low-frequency side. For instance, at the20.4-
kHz separation, predicted thresholds are 11 dB lower than at
the peak, compared with 19 dB in the data. Some of this
discrepancy may be due to off-frequency listening, not ac-
counted for within the model.

The Gammatone filter~upper right panel! provides a rea-
sonable account of frequency selectivity in the tip region of
the filter: the decrease inm1 thresholds is predicted to be
about 16 dB for the 0.4- and20.4-kHz separations, which is
in line with the data. The small dynamic range of the predic-
tions makes it impossible to evaluate the suitability of the
Gammatone’s response at wider frequency separations. As in
the previous two experiments, the Gammatone fails to pre-
dict any real difference between the masked thresholds of the
two complexes.

While the frequency selectivity shown by the 60-dB
Gammachirp filter is reasonable, the predicted threshold dif-
ference between the broadbandm1 andm2 maskers is still
too small. After these simulations had been completed, a new
version of the Gammachirp filter was published~Irino and
Patterson, 2001!. Predictions with this new filter were in fact
worse than for the original Gammachirp filter: the predicted
difference in thresholds for the broadbandm1 and m2

maskers was only 7 dB, compared with 13 dB for the origi-
nal Gammachirp, and 22 dB in the experimental data. As the
magnitude responses of the old and new Gammachirp filters
are very similar, it seems likely that the poorer predictions of
the new Gammachirp filter are due to its phase response.

VI. DERIVING A NEW FILTER

The relatively good predictions using the 60-dB Gam-
machirp filter provide some hope that it may be possible to
find a quasi-linear filter with reasonable frequency selectivity
that can also be used to describe the phase properties of the

FIG. 7. Mean data~upper-left panel! and simulations from Experiment 3.
Thresholds are plotted as a function of the frequency of the missing masker
component. Upward- and downward-pointing triangles denote thresholds
with the m2 andm1 masker, respectively. Dotted and dashed lines denote
thresholds for them2 andm1 maskers, respectively, with no missing com-
ponents.
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auditory system. However, even this filter exhibits frequency
selectivity that is somewhat broader than that observed in the
data, while predicting anm1 /m2 difference that is too
small. It may be possible to ‘‘fine-tune’’ the phase and mag-
nitude response of the filter so that predictions better match
the data. In this section, we derive a magnitude response
from the data of Experiment 3 and we combine it with an
‘‘optimal’’ phase response.

A. Magnitude response

The mean data from them1 complex in Experiment 3
were used to define the filter’s magnitude response. In the
second part of Experiment 3 it was found that the linear
relationship between the on-frequency masker component
level and the signal held for levels at and above224 dB.
Also, as discussed in Sec. IV B, the high threshold for the
missing on-frequency component may be due to factors that
did not play a role in any of the other conditions. For these
reasons, data from the61.2-kHz and the on-frequency con-
ditions were excluded from the fit. The remaining mean data
from them1 condition were fitted with a rounded exponen-
tial ~roex! function ~Pattersonet al., 1982!. The version of
the roex filter used here is known as the roex (p,w,t) filter
and is described by two rounded exponential functions~one
for the peak, and one for the tail! on either side of the func-
tion with a weighting factor,w, determining the relative con-
tribution of each. It was assumed that the weighting function
and the ratio between the two roex functions were the same
on both sides of the filter, so the function had four free pa-
rameters,pu and pl to describe the slopes above and below
the peak of the filter, respectively,w to describe the break-
point, andt f , which is the factor by which the constant de-
scribing the tail of the filter is smaller than that describing
the peak. Using a multi-dimensional minimization routine
with a least-squares criterion, the best-fitting roex function
was found. The final parameters werepl533.11, pu

526.74, t f 50.224, andw50.0402. The fit is rather good,
with a rms error of only 0.78 dB, which is not surprising,
given that 4 parameters were used to fit only 8 data points.
The resulting ERB of the filter is 308 Hz. This value is
somewhat higher than 241 Hz, as proposed by Glasberg and
Moore ~1990! and implemented in the Gammatone filter, but
is still considerably lower than the ERB of the 60-dB Gam-
machirp filter~582 Hz!. The derived magnitude response of
the filter, based on the roex equations, is shown in the upper
right panel of Fig. 1~solid curve!.

B. Phase response

With the magnitude response of the filter defined, the
next step was to specify the phase response. Neither the ab-
solute values of phase as a function of frequency, nor the
slope of the function~the first derivative, corresponding to
the group delay! can be determined behaviorally, the latter
because delays in subsequent processing and reaction time
would always swamp any delay introduced by cochlear fil-
tering itself. The types of signal used in this study can, how-
ever, be employed to study the curvature, or second deriva-
tive, of the phase response~Kohlrausch and Sander, 1995!.
This is equivalent to the slope of the function relating group

delay to frequency at a given CF. Given that our stimuli have
constant curvature, our data cannot be sensitive to changes in
curvature with frequency. It is therefore assumed that the
phase curvature of the auditory filters can be approximated
as being constant within the filter passband. Inspection of
phase-response data from the basilar membrane~Ruggero
et al., 1997; Rhode and Recio, 2000! suggests that this may
be a reasonable first approximation. Also, the frequency
glides observed by Carneyet al. ~1999! in the impulse re-
sponses of auditory-nerve fibers were approximated by
straight lines on a frequency–time plot, thereby implying a
constant frequency sweep rate, or constant phase curvature.
Another assumption is that the lowest predicted thresholds in
the complex will occur when the phase curvature of the filter
is equal in magnitude, but opposite in sign, to the phase
curvature of them1 complex ~Kohlrausch and Sander,
1995!, thereby transforming the filteredm1 complex into a
complex in which all components have the same starting
phase. In other words, the lowest thresholds in them1 con-
dition will be predicted when the filter has a curvature equal
to the m2 complex. Note that this filter curvature does not
guarantee the largest predictedm1 /m2 difference, as this
depends not only on the peakiness of them1 envelope, but
also on the flatness of them2 envelope. However, pilot
simulations allowing the filter phase curvature to vary
showed that the predictedm1 /m2 differences using the op-
timum phase were less than 0.5 dB larger than the differ-
ences predicted simply by using the phase curvature of the
m2 complex. Therefore, the curvature of them2 complex
from Experiment 3, namely2531026p rad/Hz2, was used
to define the new filter’s phase curvature. The realization of
this curvature, as used in our simulations, is shown in the
lower right panel of Fig. 1.

C. Predictions

The derived magnitude and phase response of the new
filter were combined and an impulse response was calculated
by applying an inverse Fourier transform. The new filter was
then incorporated into the model of Dauet al. ~1997a!. The
resulting predictions of the data from Experiment 3 are
shown in the lower left panel of Fig. 7. While the frequency
selectivity is in line with the data for thresholds above the
asymptotic threshold~dashed and dotted lines!, the model
fails to describe either the largem1 /m2 difference or the
large effect of adding an on-frequency antiphasic component
at the signal frequency. Thus, even using a filter with a fitted
frequency response and optimized phase response, the model
of Dau et al. does not successfully predict the data.

One reason for this failure might be that our estimate of
frequency selectivity is in error. For instance, as previously
mentioned, off-frequency listening was not accounted for in
the filter fitting procedure. As discussed in many previous
studies~e.g., Patterson, 1976!, this would lead to our esti-
mate of the filter bandwidth being too narrow. Whatever the
reason, it seems clear that the derived frequency selectivity is
too narrow to allow the model to predict a sufficiently large
m1 /m2 difference. For this reason, we returned to the
60-dB Gammachirp filter. The parameters of the Gam-
machirp filter~Irino and Patterson, 1997! were selected to fit
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data obtained by Rosen and Baker~1994! using the notched-
noise technique, which is designed to minimize off-
frequency listening. As discussed earlier, the Gammachirp
filter predicts somewhat broader tuning than observed in Ex-
periment 3, but that may be primarily due to the model not
taking off-frequency listening into account. The predicted
m1 /m2 difference was also too small with the 60-dB Gam-
machirp filter, but that may be due to the filter’s nonoptimal
phase response. The next simulation combined the magni-
tude response of the 60-dB Gammachirp filter with the opti-
mal phase response, as described above.

The predictions from combining the 60-dB Gammachirp
filter’s magnitude response and the fitted phase response are
shown in the lower right panel of Fig. 7. The fit to the data is
rather good. In particular, these are the first simulations of
this study in which them1 /m2 difference found in the data
is matched well by the model. The predictions are an im-
provement on the predictions of the original 60-dB Gam-
machirp, primarily because of the higher predicted thresh-
olds in them-conditions. This results in an overall predicted
m1 /m2 difference of about 21.7 dB, as opposed to 13.3 dB
for the original 60-dB Gammachirp. A meanm1 /m2 differ-
ence of 22 dB was observed in the data. The results therefore
provide the first evidence that predictions from a single-
channel model may indeed be able to quantitatively match
the results from such experiments, even without taking into
account nonlinear effects such as suppression.

It is important to note that a single-filter model, with a
bandwidth sufficiently narrow to predict traditional measures
of frequency selectivity~Rosenet al., 1998!, was still able to
predict the effects of components extending well beyond the
traditional critical band. This is probably due to the highly
modulated response to them1 masker, so that even highly
attenuated components can affect the short-term power of the
masker in its low-level epochs. This may explain the findings
of Lin and Hartmann~1997!, who reported that the strength
of the Duifhuis~1970! pitch was influenced by components
well outside the traditional critical band. Lin and Hartmann
suggested that their results were evidence for the influence of
across-channel processing. In contrast, our data and simula-
tions suggest that their results may in fact be accounted for
using a single-channel model.

At least two discrepancies between the data and the pre-
dictions remain. First, in Experiment 3 it was found that
removing masking components below 800 Hz and above
3200 Hz had no effect on masked thresholds for the 2000-Hz
signal. In the simulations, predicted thresholds in them1

masker increased by 2.5 dB when these components were
removed. This suggests that the frequency selectivity as-
sumed by the Gammachirp filter is still somewhat too broad:
just as the constant masker level paradigm~Glasberg and
Moore, 1990! may underestimate auditory filter bandwidth,
the constant probe level paradigm~Rosenet al., 1998! may
overestimate it somewhat. Second, the data from Experiment
3 suggest a rather symmetric filter shape, whereas the shape
of the 60-dB Gammachirp filter and its predictions are rather
asymmetric. Overall, though, these discrepancies do not ap-
pear to represent fundamental failings of the model, and

could probably be reduced with further fine-tuning of the
filter shape.

D. Effects of peripheral compression

It has been shown by Carlyon and Datta~1997a,b! and
Summers and Leek~1998! that stimulus level plays a major
role in determining them1 /m2 difference. Carlyon and
Datta found that the difference was greatly reduced at low
levels, an effect that could be due to narrower filters, more
linear peripheral processing at low levels, a change in the
filter’s phase response at low levels, or a combination of
these. Summers and Leek found that them1 /m2 difference
became somewhat smaller at very high levels, and was
greatly reduced or even absent in listeners with sensorineural
hearing loss, suggesting that cochlear nonlinearity may play
an important role, and filter bandwidth~which should if any-
thing be broader at high levels and in impaired listeners! is
not the sole determining factor. The detection model used in
the present study does not include any static nonlinearity,
such as is observed on the basilar membrane~BM!, and in-
stead introduces time-dependent nonlinearities within the
feedback loops. It is not clear to what extent these can be
substituted for the effects of cochlear compression. To ad-
dress this issue, further simulations were carried out using a
version of the temporal-window model~Mooreet al., 1988!,
which incorporates a static compressive nonlinearity prior to
temporal integration~Oxenham and Moore, 1994; Plack and
Oxenham, 1998!.

The temporal-window model was tested with the final
model ~60-dB Gammachirp magnitude response together
with the ‘‘optimal’’ phase response!. In Experiments 2 and 3,
the signal was added in random phase to the masker. The
temporal-window model in its current form is a deterministic
model, and so cannot predict thresholds for randomly vary-
ing stimuli. For this reason, it was assumed that the signal
could be approximated as adding, on average, in quadrature
phase to the masker. This is the same as adding the intensi-
ties of the two stimuli and is basically the same procedure
that was used by Oxenhamet al. ~1997!. After filtering, the
envelopes of the masker and signal were extracted using a
Hilbert transform. The envelopes were squared to produce
intensity-like quantities and then added before being sub-
jected to a power-law compression (p). The value ofp
ranged from 1~energy detection! down to 0.16, which is the
value found by Oxenham and Plack~1997! at mid levels in
their behavioral measure of BM compression. The stimuli
were then passed through a temporal window of various
shapes and durations. The smallest window was a Hanning
window with a 2.5-ms half-amplitude duration. The longest
was a rectangular window that spanned an entire period of
the masker waveform~10 ms!. Detection was assumed to
occur at the instant in time when the ratio between the win-
dow output due to the masker-plus-signal and that due to the
masker was maximal. This ratio was assumed to be the same
for all conditions.

Predictions of Experiment 3 using the temporal-window
model could be made similarly good to those of the Dau
et al.model with the right combination of window shape and
nonlinearity. The effect of nonlinearity was dependent on the
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window size: the wider the temporal window, the more effect
had the compression. This can be understood in terms of the
differences between simultaneous and nonsimultaneous
masking when using compression~Oxenhamet al., 1997!.
For very short windows, such as the 2.5-ms Hanning win-
dow, the predictedm1 /m2 difference with no missing com-
ponents was larger than that observed in the data and was
very similar for both the maximum (p50.16) and minimum
(p51) compression applied~37.8 and 35.6 dB, respec-
tively!. For the 10-ms rectangular window, the predicted
m1 /m2 differences were 26.8 and 0 dB forp50.16 andp
51, respectively. The 0-dB prediction is the obvious out-
come of an energy detector, integrating over a complete pe-
riod of the masker, as bothm1 and m2 maskers have the
same overall energy. Finally, we tested the double-
exponential window employed by Plack and Oxenham
~1998! and Oxenham and Plack~2000! to account for for-
ward masking. This window, which has an equivalent rect-
angular duration of approximately 8 ms, predictedm1 /m2

differences of 28.4 dB and 0.2 dB forp50.16 andp51,
respectively.

In summary, when using temporal integration windows
of the shape and duration used in previous studies~Oxenham
and Plack, 2000!, the effects of peripheral compression are
dramatic: ‘‘normal’’ compression can produce predicted
m1 /m2 differences in excess of 25 dB, while linear process-
ing produces essentially no difference. This finding provides
quantitative support for the idea that differences in within-
channel peripheral compression are sufficient to account for
the differences in masker phase effects between normal-
hearing and hearing-impaired listeners~Summers and Leek,
1998!.

VII. SUMMARY

In Experiment 1 thresholds were measured in the pres-
ence ofm1 andm2 maskers at signal frequencies of 1 and 4
kHz. The two main findings were:~i! large threshold differ-
ences betweenm1 andm2 maskers require a relatively wide
masker bandwidth, irrespective of the number of masker
components; and~ii ! contralateral masker components have
no effect on thresholds, suggesting no influence of across-
channel mechanisms, at least beyond the level of binaural
interaction.

Experiment 2 used a variant of the notched-noise tech-
nique to show that the effective frequency selectivity of the
auditory system is the same for noise and harmonic complex
tones. However, following Rosen and Baker~1994!, it was
concluded that the technique of varying the signal level
while keeping the masker spectrum level constant probably
underestimates auditory filter bandwidth at a given masker
level.

Experiment 3 introduced a new method of estimating
frequency selectivity, in which the masker level and fre-
quency content remain roughly constant in all conditions,
thereby bypassing any debate about whether filter input or
output level governs filter shape. However, even this new
method may underestimate the auditory filter bandwidth, as
it does not take into account the possible effects of off-
frequency listening.

The results from all three experiments were simulated
using a detection model proposed by Dauet al. ~1997a! with
a variety of front-end filters, including the Gammatone, the
Gammachirp, and the transmission-line model proposed by
Strube~1985!. None of these filters was able to provide a
convincing fit to the data. The data and simulations suggest
that none of the current models of auditory filtering success-
fully matches both the frequency selectivity and the phase
response of the human auditory system. The Gammatone fil-
ter has a bandwidth that is too narrow to account for the
present data, regardless of its assumed phase response. The
transmission-line filter bandwidth was too broad to account
for results from frequency–selectivity experiments. The
Gammachirp filter, while having a sufficiently wide band-
width, does not mimic the phase response of the auditory
system with sufficient accuracy to predict the largem1 /m2

differences found in the data.
The data from Experiment 3 were well predicted by

combining the magnitude response of the Gammachirp filter
with a phase response derived from them2 stimulus. This
shows that phase effects can, in principle, be accounted for
with a single-channel model. More generally, some effects
that appear to require across-channel processing~Lin and
Hartmann, 1997! may in fact be accounted for with an ap-
propriate single-channel model. Good predictions were also
obtained using the same filter in conjunction with the
temporal-window model. Eliminating the static compression
from the temporal-window model was sufficient to com-
pletely eliminate any predictedm1 /m2 masking differences.
The importance of peripheral compression in these simula-
tions may explain why hearing-impaired listeners, who are
thought to have little or no peripheral compression, also
show very smallm1 /m2 masking differences.

Finally, as all the tested models of peripheral filtering
failed to produce quantitatively accurate predictions, these
data promise to provide strong constraints for testing future
models of peripheral auditory processing.
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This report describes three experiments on auditory saltation, studied with click stimuli presented at
interclick intervals~ICIs! from 30 to 240 ms. In experiment 1, subjects rated the strength of the
saltation illusion evoked by trains of six monaural clicks~i.e., three presented to one ear followed
by three to the other ear!, and six dichotic clicks on which were imposed either a 500-ms interaural
time difference or a 9-dB interaural level difference~ILD !. The interaural disparity of the clicks was
reversed at the midpoint of the train. Subjects reported equivalent strengths of saltation for the
dichotic clicks, but weaker saltation for the monaural ones. These data indicated that saltation is
supported by dichotic clicks. regardless of the stimulus manipulation used to generate the lateralized
images. In experiment 2, subjects rated the strength of the saltation evoked by six click trains
lateralized, in separate trials, by ILDs ranging from 9 to 30 dB, and by a train of monaural clicks.
In all ILD conditions, the level of the clicks at the ‘‘quiet’’ ear was above click-detection threshold
when presented monaurally. Saltation weakened with increasing ILD, and approximated that seen
with monaural clicks when the ILD was 30 dB. These data indicated that for the range of ICIs used
here, saltation weakened as the stimuli became more strongly lateralized. In experiment 3, the
number of dichotic clicks preceding the disparity reversal was, in separate trials, varied from 3 to 10,
and subjects were asked to detect the presence of spatial stationarity in the click train. By plotting
the subjective ratings as a function of the length of the leading click train, it was shown that the
temporal window within which the saltation effect operates varies between listeners, but is usually
less than about 350–400 ms. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1396329#

PACS numbers: 43.66.Lj, 43.66.Mk, 43.66.Pn, 43.66.Qp@LRB#

I. INTRODUCTION

Nearly 30 years ago, Geldard and Sherrick~1972; Gel-
dard, 1975! described an illusion of cutaneous sensation.
Five mechanical taps of equal duration and interstimulus in-
terval were delivered successively to a locus near the wrist,
to a point near the mid-forearm and to a point near the elbow.
Depending on the interstimulus interval and number of taps,
the resulting percept was of an orderly succession of taps not
only at the points of contact, but also at points between them.
The illusion was originally described as a ‘‘cutaneous rabbit’’
~Geldard and Sherrick, 1972!, because the perceptual expe-
rience was likened to a very small rabbit hopping up one’s
arm. A phenomenologically similar illusion has since been
shown to be present in the visual~Geldard, 1976; Lockhead
et al., 1980! and auditory modalities~Bremer et al., 1977;
Thurlow and Oneson, 1984; Hari, 1995!, and thus seems to
be based on a very general mechanism of spatio-temporal
perception~Shoreet al., 1998!. The generality of the illusion
across modalities has led to it being referred to as ‘‘sensory
saltation.’’

The importance of this illusion is at least twofold. First,
it is a case in which the perception of events late in a se-
quence somehow is able to influence the perception of events
earlier in the sequence. Despite being a very general property
of perception, this process has received little attention, and
so merits exploration in its own right. Second, the lengths of

the interstimulus intervals capable of supporting the illusion
in the auditory modality appear to distinguish normal and
dyslexic readers, with the illusion persisting at longer inter-
vals in the impaired readers~Hari and Kiesilä, 1996!. This
suggests that the mechanisms~s! accessed by the illusion may
be related to those implicated in accounts of developmental
language disorders rooted in an auditory temporal processing
problem ~for review, see Tallalet al., 1993; Farmer and
Klein, 1995; Phillips, 1999!.

The purpose of the present article is to report three ex-
periments on auditory saltation using dichotic click stimuli.
The first two experiments concern the spatial properties of
the click stimuli capable of supporting the illusion. The third
experiment examines the duration of the temporal window
over which the perceptual integration process~i.e., the ‘‘writ-
ing’’ of the percept! is exerted in the dichotic paradigm. Our
purpose is thus to provide a more detailed characterization of
the auditory saltation effect than has previously been avail-
able. The completeness of this characterization will guide
future explicit interrogation of the mechanisms that mediate
the illusion.

II. EXPERIMENT 1

A. introduction

Hari ~1995! and Shoreet al. ~1998! have described a
robust auditory saltation illusion obtained using short trains
of dichotic click stimuli. Both studies used trains of eight
dichotic clicks, the first four of which were lateral-
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ized to one side by the imposition of an interaural time dif-
ference~ITD! favoring one ear, while the last four clicks
were lateralized to the opposite side by an equivalent ITD
favoring that ear. The strength of the illusion was greatest for
short interclick intervals~ICSs; 30–60 ms! and was at its
weakest for ICIs greater than about 120 ms. For effective
click rates, subjects routinely reported an orderly, continuous
progression of apparent click~intracranial! location for suc-
cessive elements of the train. The illusion did not weaken
with repeated exposure. Interestingly, both studies reported
that the illusion was weak or absent for control conditions of
monaural click trains~in which the initial clicks are pre-
sented to one ear and the final clicks are presented to the
other ear!, sometimes even at the highest click rates; rather,
the percept was of four clicks lateralized to one side, fol-
lowed by four clicks lateralized to the other, as was the de-
scription of percepts aroused by dichotic clicks presented
with very long ICIs.

The studies by Hari~1995! and Shoreet al. ~1998! were
thus in agreement that binaural stimulation is a prerequisite
for a strong saltation effect. Both studies, however, revealed
this dependence using clicks lateralized with an interaural
temporal disparity~ITD!. It is thus unclear whether auditory
saltation requires dichotic stimuliper se, or clicks lateralized
specifically by ITDs. That is, would the motion illusion be
generated by clicks lateralized with interaural level differ-
ences~ILDs!? The fact that saltation occurs reliably using
free-field click stimuli ~Bremer et al., 1977; Phillipset al.,
2001! does not answer the question, because it is unclear
whether the location percepts of the free-field clicks were
based on ITDs, ILDs, or both. Furthermore, it might be ar-
gued that monaural clicks~after Hari, 1995; Shoreet al.,
1998! represent an extreme case of ILDs, and that the failure
to obtain strong auditory saltation with monaural stimuli
would thus suggest that clicks lateralized on the basis of
ILDs would be ineffective in generating the motion illusion.

The purpose of experiment 1 was to address this issue
directly. For a single set of nine listeners, we compared the
strength of the saltation effect evoked by monaural clicks,
clicks lateralized on the basis of 500-ms ITDs, and clicks
lateralized on the basis of 9-dB ILDs.

B. Methods

1. Subjects

A total of nine adult subjects~two male! participated in
some or all of the experiments. Ages ranged from 22 to 44.
Six subjects were experienced listeners. Nine listeners par-
ticipated in experiments 1 and 3. Five of those listeners also
participated in experiment 2. Audiograms to 8.0 kHz were
obtained on all but one listener. All but one of those tested
had normal hearing to 8.0 kHz. The exceptional male listener
had a mild loss at 8.0 kHz.

2. Stimuli

All stimuli were made up of clicks, each composed of a
single positive-going rectangular pulse produced in Macro-
media’s SOUNDEDIT™. Each pulse had a duration of two
samples~45.35ms!. Binaural clicks with an interaural time

difference~ITD! were produced by imposing a 500-ms onset
delay between the members of the otherwise-identical click
pair in the left and right channels. Binaural clicks with an
interaural level difference~ILD ! were produced by altering
the relative amplitudes of the otherwise-simultaneous click
pair.

Each complete stimulus consisted of an equally spaced
train of six clicks, at various interclick intervals~ICIs!. ICI
here is defined as click onset to click onset. Figure 1 shows
the three types of click trains used in this study. Additional
stimuli were studied in experiment 3, in which the number of
leading clicks~prior to the change in lateralization! ranged
from three to ten.

Panel~A! shows a monaural~‘‘mono’’ ! stimulus, which
is simply one in which the first three clicks come from one
channel and the last three from the other channel~in this
case, R→L!. Mono stimuli were included as controls to ex-
periments 1 and 2. Panel~B! shows an ITD stimulus, in
which the first three of the binaural click pairs are right-
channel leading, followed by three left-leading click pairs.
Note that the amplitude of each individual rectangular pulse
is exactly one-half that of the pulses in the mono stimulus.
This was done in order to equate roughly the loudness of the
clicks in the two types of trains. Panel~C! shows an ILD
stimulus. As in panels~A! and~B!, this stimulus train begins
with three click pairs whose perceived spatial location is on
the right ~because of level disparity this time!, followed by
three on the left. To maintain roughly equal loudness with the
other click types, the amplitudes of the pulses~the ratio of
which was calculated to provide a given ILD expressed in
dB! were engineered to fall symmetrically around the same
50% pulse amplitude of the ITD pulses. In experiment 1, and
in experiment 2 that follows, the ILDs were generated by
setting the levels of the signals to the two ears symmetrically
around a constant mean amplitude. This procedure is not
mathematically rigorous, and might have been expected to
result in some variation in subjective loudness. Following the
work of Keen ~1972!, departures from a constant loudness

FIG. 1. Schematic illustration of the general structure of the stimuli used in
experiment 1. Detailed description in the text.
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would have been most significant only for large ILDs. The
authors and a graduate student, therefore, expressly listened
for variations in binaural loudness in pilot testing. No such
variation was obvious to these listeners. Note also that since
ILDs of only one magnitude were used in each trial, any
such variations would have occurred between trials~and thus
not have affected clicks within a trial!. Our anecdotal expe-
rience is that the saltation effect is, in any case, robust over
significant variations in overall stimulus level.

Stimuli of each type, direction~L→R and R→L!, and
ICI combination required were saved as ‘‘snd’’ resources to
HYPERCARD™ stacks programed to run each experiment. The
order of stimulus presentation was pseudorandomized by the
program prior to each block.

3. General procedure

Subjects were seated in a sound-attenuating room in
front of a Macintosh Applevision AV monitor, and keyboard
with mouse. The Macintosh PowerPC 8600 CPU was located
outside the room to provide a very quite environment.
Sounds were delivered through Koss TD/65 headphones. The
sound level in the Macintosh control panel was initially set
to one deemed comfortable by the authors, and remained at
this level for the duration of the studies~approximately 67
dB sound-pressure level, A-weighted; Bruel & Kjaer instru-
ments!.

Stimulus trials were subject-initiated by button click and
responses recorded in the same manner. Subjects were in-
formed at the outset that this was a study of the quality of
their perception of the stimuli, and that there were no right or
wrong answers. For stimulus conditions generating the per-
ceived motion, all subjects reported a clear sensation of
clicks taking an orderly intracranial trajectory across the
midline plane.

4. Procedure specific to experiment 1

Before beginning this experiment, we wished to deter-
mine an ILD to use that would be in some manner ‘‘equiva-
lent’’ to an ITD of 500ms. We chose to use a method of cue
competition to determine the ILD that would exactly cancel
out the lateralization percept generated by an ITD of 500ms
@time-intensity trading, after Deatherage and Hirsh~1959!
and Harris~1960!#, as follows. Stimuli consisting of eight
binaural click pairs at an ICI of 90 ms were created. They
were either left-leading or right-leading for the entire dura-
tion of the eight clicks. Copies of these two base stimuli
were created, and on them were imposed interaural level
differences favoring right or left, in steps of 1 dB ranging
from 6 to 13 dB. This resulted in 16 stimuli. Three listeners
~the authors plus a graduate student! listened to four repeti-
tions of each stimulus in random order and responded ‘‘left’’
or ‘‘right’’ according to the perceived lateralization of the
click train. Proportion of responses not matching the actual
ITD of the stimulus was plotted as a function of ILD. For all
three Ss, the resulting curves rose monotonically from a
probability of 0 at 6 dB to a probability of 1 at 13 dB, and
crossed 0.5 at ILDs of 9.2, 9.4, and 9.7, respectively. On the
basis of this result, an ILD of 9 dB was chosen. The resulting

‘‘trading ratio’’ was 55.6ms/dB, which is in the range re-
ported previously for click stimuli by Deatherage and Hirsh
~1959! and Harris~1960!.

Click trains consisting of mono, ITD~500-ms!, and ILD
~9-dB! types with ICIs of 30, 60, 90, 120, 150, and 240 ms
were studied. A total of 144 trials in random order was per-
formed, in one session, for each subject~6 ICIs32 directions
33 types34 repetitions!. Trial order was randomized across
all conditions and repetitions. Subjects were allowed to listen
to a stimulus as many times as they wished prior to respond-
ing. Subjects responded with a number from 1 to 5. A re-
sponse of ‘‘1’’ indicated that the perceptual experience was
of a smooth spatial progression of clicks from the point of
origin to the end point, with clicks evenly spaced throughout
their excursion. A response of ‘‘5’’ indicated that the first
three clicks were clearly localized at the spatial location of
origin, and the last three at the spatial end point, with none of
the clicks located along the trajectory between the two loca-
tions. Intermediate ratings indicated imperfectly smooth pro-
gression such that clicks did not seem to be evenly spaced
along their trajectory, and yet neither were they anchored
perfectly at their end points. For example, the following ex-
perience might be rated a ‘‘3:’’ the first three clicks march
one after another towards the midline, with the third seeming
perhaps halfway to the midline, while the last three clicks
resume their progression in the analogous location on the
other side—there is a clear spatial gap between the first and
last three, even though all six progressed spatially to some
extent. In practice, this judgment was for all listeners a very
natural and easily performed one, and all but one subject
used the entire range of ratings in their responses.

C. Result and discussion

Data collected were mean ratings of the continuity of the
perceived motion generated by each stimulus condition~6
ICIs for each of the monaural, ITD, and ILD stimulus con-
figurations!. These data are shown, separately for each of the
nine listeners, in Fig. 2. The general features of the data were
as follows. First, for every listener, the strength of the motion

FIG. 2. Data from experiment 1. Each panel shows data for one subject,
identified by a three-letter code. Mean rating of the continuity of perceived
motion is plotted as a function of interclick interval. The parameter is con-
dition ~mono, ILD, ITD! as specified in the legend in the top middle panel.
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illusion was greater for the dichotic stimuli than for the mon-
aural ones, and this was true for all ICIs. Five of the nine
listeners showed some saltation effects~ratings less than 5!
for monaural stimuli, but only at the shortest ICIs. At the
longer ICIs, the monaural click trains were usually assigned
ratings close to 5.0, indicating zero saltation and a single
discontinuity in the perceived locus of the clicks as the lat-
erality of the stimulus train switched at its midpoint. These
data are comparable to those previously presented by Hari
~1995! and Shoreet al. ~1998!.

Second, in all listeners, the continuity of the perceived
motion for the dichotic click trains was greatest for those
stimuli with the three shortest ICIs. Indeed, mean ratings
were close to 1.0~i.e., perfect saltation! for ICIs of 30, 60,
and 90 ms. This indicates that the listeners typically used the
full width of the motion rating scale. Listeners differed in
exactly how much the saltation effect weakened as ICIs were
lengthened. In four listeners~LER, SEH, DPP, TTH! the il-
lusory motion almost disappeared at the longest ICIs~240
ms!. In three listeners, the decline in the continuity of the
perceived motion was less dramatic, and in one listener
~STV, the one listener who did not use the full range of the
5-point rating scale!, there was little deterioration in the sal-
tation even at the longest ICI. Both the greater strength of the
illusion at short ICIs, and the individual difference in depen-
dence of saltation continuity on ICI, are consistent with pre-
vious descriptions of the illusion~Hari, 1995; Shoreet al.,
1998!.

The major new finding of experiment 1 lies in a com-
parison of the responses to the ITD and ILD stimuli. Despite
the marked individual differences described above, the mean
ratings of motion illusion strength for the ITD and ILD
stimuli were virtually identical for almost all ICIs in each of
the eight listeners. The curves for the ITD and ILD condi-
tions are close in each listener; indeed, they cross at least
once, and usually twice for every participant. These data in-
dicate that, despite individual differences in patterns of sen-
sitivity to click ICI, and despite the fact that the ITD and ILD
stimuli were not carefully equated for the strengths of the
image lateralization they effected, the ITD and ILD stimuli
were equivalently effective in generating illusory auditory
motion. Experiment 1 thus extends previous evidence by
showing that the lateralization of the stimuli used to generate
the illusion may be based on either ITDs or ILDs.

III. EXPERIMENT 2

A. Introduction

Experiment 1 revealed that dichotic clicks lateralized on
the basis of either ILD or ITD supported a robust saltation
effect, and revealed that monaural stimuli were weak or in-
effective stimuli for the illusion. The dichotic clicks differ
from monaural ones not only in that sound stimulation ar-
rives at both ears, but in that the extent to which the dichotic
clicks are lateralized is far less extreme than is the case for
the monaural clicks. Experiment 2 was an attempt to sort out
whether it was the binaurality or the extent to which the
clicks were lateralized that was responsible for supporting
the illusion. The general design of experiment 1 was re-

peated, but using monaural clicks~control! and dichotic
clicks which, in different trials, were varied in ILD from 9 to
30 dB. Importantly, for all dichotic stimulus conditions, the
level of the clicks at the ‘‘quiet’’ ear was above detection
threshold for monaural clicks at that ear. The dichotic clicks
with the smaller ILDs were readily lateralized intracranially,
while those with the larger ILDs~25.6 dB, 30 dB! were more
often perceived as ‘‘in’’ or ‘‘at’’ one ear, i.e., at the extreme
of the laterality continuum. Thus, by using a range of ILDs
wide enough to span those which were weakly lateralized
~small ILDs! to those that were at the extreme of the lateral-
ity continuum~30-dB ILDs!, while maintaining the binaural-
ity of the stimuli, we were able to determine which property
of the clicks best supported the saltation effect.

B. Methods

1. Subjects and apparatus

Seven normal-hearing listeners participated in experi-
ment 2. Five of these listeners also had participated in ex-
periment 1. The equipment used was the same as that in
experiment 1.

2. Procedure specific to experiment 2

Click trains consisting of mono- and five values of ILD
~9.0, 15.1, 21.2, 25.6, and 30.2 dB!, with ICIs of 30, 60, 90,
120, 150, and 240 ms, were studied. The ILDs were gener-
ated by setting the levels of the signals to the two ears sym-
metrically around a constant mean amplitude. As mentioned
above~experiment 1!, this procedure is not mathematically
rigorous, and might have been expected to result in some
variation in subjective loudness~Keen, 1972!. The authors
and a graduate student therefore expressly listened for varia-
tions in binaural loudness in pilot testing. No such variation
was obvious to these listeners. Because the stimulus ampli-
tude ratios~required for a given ILD! were generated by
setting the levels of the signals to the two ears symmetrically
around a constant mean amplitude, in practice the decrease
in amplitude applied to the ear that received the less intense
signal was greater, in dB, than was the increment in ampli-
tude applied to the ear that received the more intense signal.
Fortuitously, this asymmetry grew as the ILD grew, and in
form, if not in exact value, it matches the asymmetry of
decreases and increases reported by Keen~1972! to be re-
quired to maintain roughly constant binaural loudness.

For what follows, we emphasize that even in the clicks
with the largest ILDs, the level of the click at the ‘‘quiet’’ ear
was audible when presented monaurally. A total of 144 trials
in random order was performed, in one session, for each
subject ~6 ICIs32 directions36 types @5 ILD conditions,
plus mono#32 repetitions!. Subjects were allowed to listen
to a stimulus as many times as they wished prior to respond-
ing. The response was a rating of 1 to 5 as described for
experiment 1. Preliminary testing of two listeners~DSF,
STV! revealed that ratings had not reached values near 5 for
ICIs of 240 ms, and for those subjects, the experiment was
run again, but including 480-ms ICI conditions.
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C. Results and discussion

Data collected were ratings of motion continuity. Mean
ratings~averaged over repetitions and directions of motion!
are shown separately for the seven listeners in Fig. 3. Mean
rating has been plotted as a function of ICI, with condition as
the parameter. For each listener, monaural clicks produced
theweakestsaltation effect~lines joining x’s!. In most of the
listeners, monaural clicks again elicited high ratings~weak
saltation! except at the very shortest ICI. For each listener,
the strongestsaltation, i.e., the saltation supported at the
longest ICIs, was seen with the 9-dB ILD stimuli~lines join-
ing unfilled circles!. Increments in ILD toward 30 dB caused
an orderly change in the rating function so that the larger the
ILD, the more closely the function approximated that seen
with monaural stimuli, i.e., the saltation effect declined in
strength as the size of the ILD increased.

Experiment 2 thus confirmed that clicks lateralized on
the basis of ILDs were effective in supporting auditory sal-
tation. Even using the largest ILD~30 dB!, the stimulus at
the quiet ear had a level which was audible when presented
alone, so the fact that the stimuli were binaural was not suf-
ficient to optimize auditory saltation. Importantly, however,
the greater the ILD, the closer the rating functions approxi-
mated those seen with monaural stimuli. This means that it
may be the extent to which the clicks are lateralized, rather
than whether they are binaural or monaural, which deter-
mines the strength of the saltation effect. This finding is of
interest for at least two reasons. First, an ILD of about 30 dB
is perhaps towards the maximum that might be generated by
the interaction of click stimuli and the human head@after
Middlebrooks’ ~1992! measurements using narrow-band
noises#. This suggests that dichotic clicks supporting per-
cepts at the extreme of the laterality continuum are not as
effective in supporting the saltation effect as are clicks with

smaller ILDs. This is not to suggest that dichotic stimuli with
very large disparities do not support discriminable lateralized
percepts, because there is evidence that they can~e.g., Bern-
stein and Trahiotis, 1985; Domnitz and Colburn, 1977; Mos-
sop and Culling, 1998!. A complexity in this general argu-
ment is that naturally occurring ILDs are typically associated
with ITDs favoring the same ear. In this sense, the present
experiment actually used ‘‘unnatural’’ combination of ILD
and ITD ~after Gaik, 1993! because the ILDs were not ac-
companied by any nonzero ITD. Had the clicks been sub-
jected to ILDs in combination with ITDs, the subjective lat-
erality of the stimuli would have been enhanced, so that the
resulting range of most effective ‘‘ILDs’’ might have been
narrower than that seen here.

There is a second reason for interest in the outcome of
experiment 2. The declining strength of the saltation effect
with increasing click ILD expressed itself as a shift in the
most effective ICIs towards lower values~faster rates!. Re-
stated, this means that with increases to the perceived eccen-
tricity range spanned by the leading and trailing clicks, there
was some tendency for higher click rates to be required to
maintain the illusory stimulus movement. This suggests that
there may be constraints on the perceived angular ‘‘velocity’’
of the illusory motion. The present data on this point con-
tained too much variance to delineate the orderliness of this
effect, but it may be worthy of future examination.

IV. EXPERIMENT 3

A. Introduction

Sensory saltation is an expression of the influence on the
percepts evoked by early members of a stimulus sequence by
the percepts aroused by later elements in the same sequence.
That is, a perceptual consequence of late members of the

FIG. 3. Data from experiment 2. Each
panel shows data for one subject, iden-
tified by a three-letter code. Mean rat-
ing of the continuity of perceived mo-
tion is plotted as a function of
interclick interval. The parameter is
condition~mono, and magnitude of the
ILD—in dB! as specified in the legend
at lower right.
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stimulus train is a modification of the percepts that would
otherwise have been aroused by early members of the stimu-
lus sequence. This raises the question of how far back in time
the ‘‘integration’’ or ‘‘perceptual writing’’ process extends.

This is a nontrivial question. In the first place, the tem-
poral window over which this perceptual writing occurs
likely represents some kind of processing time or integration
period for temporally resolved sensory information to form a
percept. Disturbances to the width of this window might be
directly relevant to the genesis of acoustically- or phonologi-
cally based language disorders~after Hari and Kiesila¨, 1996!.
That is, if this temporal window were too wide, then it is
conceivable that the percepts emerging from it would be
prone to excessive distortion by processing within it~e.g.,
auditory saltation!. Accordingly, knowledge of the width of
this temporal window in normal listeners becomes an impor-
tant benchmark for future studies of impaired ones. In this
regard, the saltation effect serves as a potent reminder that
perception is not an on-line, event-by-event, veridical mental
elaboration of the stimulus. Rather, it is a time-delayed,
highly processed representation of the physical events~e.g.,
the ‘‘multiple drafts’’ model: Dennett, 1991!. The auditory
saltation paradigm provides a means for assessing the width
of the time window over which the processing of sensory
information ~i.e., the writing of the percept! operates. The
purpose of experiment 3 was to provide an empirical esti-
mate of the width of this window.

Based on the results of experiments 1 and 2, we rea-
soned that the last three clicks of a train were sufficient to
alter the perception of the clicks that immediately preceded
them. In turn, this meant that we could vary the number of
clicks in the train preceding the laterality-reversed, terminal
three clicks and ask listeners to report on the existence of any
stationarity of the leading clicks in the train. We expected
that the longer the leading sequence of clicks~i.e., the longer
the sequence of clicks preceding the laterality reversal!, the
greater would be the likelihood of listeners reporting a period
of locus stationarity at the beginning of the click train. By
studying this phenomenon for a wide range of click ICIs
~and thus a wide range of click rate and click number con-
junctions!, we were able to derive an estimate of the approxi-
mate duration of the processing window shaping the auditory
saltation effect.

B. Methods

1. Subjects and apparatus

The nine listeners who participated in experiment 1 par-
ticipated in experiment 3. The equipment and general proce-
dures were the same as those for experiment 1.

2. Procedures specific to experiment 3

Click trains with the following values of ICI were stud-
ied: 30, 45, 60, 75, 90, 105, 120, 150. Click lateralization
was achieved by imposing a 500-ms ITD on the dichotic
signals. In addition, the number of leading clicks~i.e., the
number of clicks preceding the laterality reversal! ranged
from three~as in the other two experiments! to ten. A total of
512 trials in random order was performed, in one session, for

each subject~8 ICIs 32 directions38 types34 repetitions!.
Subjects were allowed to listen to a stimulus only once prior
to responding. The response was either ‘‘1’’ or ‘‘2’’: A re-
sponse of ‘‘1’’ indicated that the perceived progression
through space of the component clicks in the stimulus train
began immediately. This rating of 1 is not equivalent to the
rating of 1 defined in experiments 1 and 2, because the
smoothness of the motion~or the extent to which the com-
ponent clicks were evenly spaced! is not an issue, merely
that the perceived motion, whatever its quality, began right
away. A rating of 2 indicated that ‘‘stationarity’’ was de-
tected. Subjects were to respond with a 2 if two or more
clicks at the beginning of the train were perceived to have
been located at the point of origin. Again, the quality of the
motion, or evenness of the spatial progression of the compo-
nent later in the train, was not relevant to the response; in-
deed, a frequent experience with some of the higher number
of leading click conditions was that several clicks would be
perceived clearly anchored at the origin, followed by a per-
fectly smooth experience of illusory motion in the latter por-
tion of the train.

C. Results and discussion

Data collected were dichotomous reports of the detec-
tion of spatial stationarity at the beginning of the click train.
These scores were averaged over repetitions and directions
of perceived motion. For the nine subjects who participated
in this experiment, these mean data are plotted as a function
of ICI in Fig. 4. In each panel of Fig. 4, the parameter is the
number of clicks in the train prior to the reversal of click
laterality. The spreads of rating functions showed great indi-
vidual differences. However, a careful scrutiny reveals that
high ratings~i.e., detections of stationarity! were most com-
mon for click trains with longer ICIs and larger prereversal
click numbers.

To obtain a measurement of the duration of the percep-
tual writing process, the following analysis was employed.
The data in Fig. 4 were replotted as a function of the duration
of the leading click train~defined as the interval between the
onset of the first click of the leading train and the onset of the
trailing click triplet!, less one click. We reasoned that any
report of stationarity must have been based on no less than
one ICI. This means that the window duration of the percep-
tual integration or writing process could, on any given trial,
have been as long as the interval between the second click of
the leading click train and the first click of the trailing click
triplet. Because the ICIs were always constant within a trial,
this is equivalent to the duration of the leading click train
less one click. The leading click train lengths over which
ratings intersect a midrange score~i.e., ‘‘1.5’’ ! provide the
estimates of the duration of the temporal window over which
the perceptual integration process operated in this study.

The replotted data are shown in Fig. 5, separately for
each listener. Again, the parameter is the number of clicks in
the train preceding the stimulus disparity reversal. For all
listeners, the family of rating functions had roughly a sig-
moidal disposition, with ratings of 1~no stationarity! being
reported when the duration of the leading click train was
short, and ratings of 2~detected stationarity! being reported
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when the leading click train was long. There was consider-
able individual variation in the range of train durations over
which ratings climbed~from 1 towards 2, and in the width of
that range. Note that for most listeners, the family of curves
in the transformed data is more tightly grouped than that in
the raw data~Fig. 4!. This greater compactness suggests that
responses were dominated by the length of the leading click
train. There was, however, at least one exception to this gen-
erality. Subject STA’s rating functions~middle right in Figs.
4 and 5! were more compact in the raw data than in the

transformed set. This suggests that STA’s responses were
more influenced by click ICI~or rate! than by the duration of
the leading train. The data for subjects SEB and MEL~left
middle and lower! were, in this regard, somewhat between
those for STA and the rest of the listeners, because the fami-
lies of curves are only slightly more compact in the trans-
formed data than in the raw data. These individual differ-
ences are important, because they suggest that some subjects
demonstrated responses that appeared to be influenced more
by click rate than by train duration.

FIG. 4. Data from experiment 3. Each
panel shows data for one subject, iden-
tified by a three-letter code. Mean rat-
ing for the detection of stationarity is
plotted as a function of interclick in-
terval. The parameter is the number of
clicks preceding the laterality reversal
~legends in middle row of panels!.

FIG. 5. Data from experiment 3. Each
panel shows data for one subject, iden-
tified by a three-letter code. Mean rat-
ing for the detection of stationarity is
plotted as a function of thedurationof
the click train, minus one click~in
ms!, preceding the laterality reversal.
The parameter is thenumberof clicks
preceding the laterality reversal~leg-
ends in the middle row of panels!.
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Parenthetically, a similar account might be made for in-
dividual differences in the data of experiments 1 and 2, i.e.,
subjects’ responses might have been influenced not only by
the perceived continuity of motion, but by, for example, click
rate. It is, however, the fact that the other stimulus param-
eters had greater effects on the responses that gives us con-
fidence in our design. Thus, in experiment 1, if click rate had
been the dominant factor driving the ratings, then the sepa-
ration between the data for monaural and dichotic click trains
would not have been so evident. In experiment 3, while it is
clear that individual subjects differed in the extent to which
their responses were determined by click rate versus train
length, it remains the case that for most of them, the curves
in the transformed data were more closely grouped than
those in the untransformed data. It is this closer grouping that
constitutes evidence for some involvement of a temporal
window of limited width.

It is an arbitrary choice as to how to derive a measure-
ment of temporal window width from these data, particularly
because we make no assumptions about the shape of that
window. One was to estimate the window width is simply to
read, by interpolation, the leading train duration associated
with a mean rating of 1.5 in the center of each family of
curves. This analysis provides estimates as short as 250 ms
~listener LER! to as long as about 500 ms~listener STV!. For
the six listeners with the most compact families of rating
curves~LER, SEH, SEB, TTH, MEL, CJT!, the estimated
duration of the perceptual integration or writing window was
less than about 350–400 ms.

V. GENERAL DISCUSSION

The purpose of this study was to explore two spatial
properties and one temporal property of auditory saltation as
studied dichotically. Experiment 1 revealed that dichotic
click stimuli produced robust saltation effects, whether the
perceived laterality of the clicks was produced by the impo-
sition of an ITD or an ILD. Experiment 2 provided evidence
that for dichotic clicks lateralized on the basis of ILDs, the
saltation effect decreased in strength with increases in the
size of the ILD, and therefore with increases in the extent to
which the clicks were lateralized. Experiment 3 provided a
preliminary estimate of the width of the temporal window
within which the perceptual integration or writing process
operates, and revealed it to be something less than about a
third of a second.

The fact that saltation was supported by clicks lateral-
ized on the basis of either ILDs or ITDs~experiment 1! sug-
gests that the illusion operates on a spatial representation
regardless of the genesis of that representation in interaural
time or interaural level processing. This is compatible with
observations from free-field studies of auditory saltation,
which revealed that saltation for clicks issued from
horizontal-plane sources centered at extreme azimuths in a
single hemifield~i.e., opposite one ear!—where spatial loca-
tion processing is probably based as much on monaural spec-
tral processing as on interaural level or time differences~e.g.,
Slattery and Middlebrooks, 1994!—is just as vivid and ro-
bust as it is for locations centered on the auditory midline
~Phillips et al., 2001!.

In this regard, note that in the present dichotic experi-
ments, and in our preliminary free-field observations~Phil-
lips et al., 2001!, the auditory saltation illusion traverses the
midline. This property distinguishes the auditory effect from
its analog in the visual and somatosensory modalities where
the saltation effect does not cross the midline~Geldard,
1976; Geldard and Sherrick, 1986!. The reasons for this dis-
crepancy are unclear. One possibility is that the forebrain
auditory system, unlike the visual and somatosensory ones,
contains large populations of neurons with spatial receptive
fields spanning both left and right sensory hemifields~‘‘om-
nidirectional’’ cells, after Middlebrooks and Pettigrew, 1981;
see Phillips and Brugge, 1985, for review!. It is thus conceiv-
able that individual neurons with spatial receptive fields
spanning the motion end points are in some way required to
support the illusion~see also Geldard and Sherrick, 1986!.

Auditory saltation is an illusion of sound source motion
in which the perception of the late elements in the stimulus
train influences the perception of the earlier elements in the
train. The behavioral expression of this effect is the percept
of successive clicks in the train being spatially relocated in a
path between the actually stimuluated locations. Saltation is
not a continuous motion of the kind stimulated by continuous
variations in an ongoing stimulus~e.g., binaural beats, or
genuine source motion in the free field!, but neither is the
source of sound itself continuous in time. It is for this reason
that the perceived motion has a step-like quality: it is as if a
single auditory object undertakes a continuous motion be-
tween two locations and emits a click periodically as it does
so. Saltation is also distinguished from ‘‘phi motion’’ in vi-
sion by two features. First, saltation requires repetitive
stimulation of at least one location, while phi motion does
not. Second, the saltation motion percept has a step-like
quality, while the motion percept prompted by phi motion
stimuli is more continuous~Geldard and Sherrick, 1986!.

The purpose of experiment 3 was to provide an estimate
of the temporal window width within which the perceptual
process operates. The rating functions for each listener
showed some dispersion across leading train length~Fig. 5!,
which suggests that the temporal ‘‘border’’ between clicks
affected and unaffected by the perceptual writing process
may be somewhat gradual or blurred, at least over the time
scale investigated here. Given that, more quantitative ap-
proaches to the measurement, as might be achieved by curve
fitting, may be misplaced because the precision of the mea-
surement may impute and inappropriate temporal precision
to the window width. It is, in any case, unlikely that such
measurements would be outside the range suggested by vi-
sual inspection of the data presented here, i.e., a window
width in the range of a third of a second or less in most of
our listeners.

The present estimate of the temporal window width has
a striking number of counterparts in other measures of cen-
tral auditory processing ‘‘times.’’ Considering first tasks that
can be executed monaurally, recent attempts to measure the
temporal window of auditory integration using electrophysi-
ological measures have provided estimates on the order of
170 ms~Yabeet al., 1998! to about 200 ms~Nagarajanet al.,
1999!. In the speech perception domain, the extent to which
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spectral slices of speech sounds can be temporally offset
without significant impairment of discrimination perfor-
mance is on the order of 140 ms, and 50%-correct word
recognition is seen with asynchronies of more than 200 ms
~Arai and Greenberg, 1998!. In this regard, there is evidence
to suggest that the functional unit of speech perception is not
the phoneme but the syllable, whose mean duration is again
on the order of 200 ms~Greenberg, 1999!. In the realm of
binaural hearing, depending on the task, and on the listener,
the temporal window for the detection of a change in binau-
ral stimuli ~‘‘binaural sluggishness’’! can be of the same or-
der, i.e., as low as 50 ms and as high as 300 ms~Akeroyd
and Summerfield, 1999!. It does not follow from these ap-
parent correspondences that a single temporal mechanism is
being tapped by the experiments. It does, however, suggest
that there is a window, on the order of 200–300-ms wide,
within which there is a great deal of perceptual processing
executed, and to which the listener probably has little direct
access.

The present experiments were not specifically designed
to answer questions about mechanisms underlying auditory
saltation, but is noteworthy that the design of effective
stimuli ~repetitive, binaural transients that are easily lateral-
ized! might render perceptual responses to them susceptible
to ‘‘binaural adaptation’’ ~after Buell and Hafter, 1988;
Hafter and Buell, 1990; see also Hafter and Dye, 1983!. By
this term, they mean that under conditions of repetitive
stimulation, the usefulness of the interaural information ex-
tracted from the elements of the train declines, until the sys-
tem is ‘‘reset’’ by the introduction of some form of a change
in the stimulus train. The description of the general stimulus
conditions giving rise to binaural adaptation, and recovery
from it, is not far removed from that of the conditions for
effective auditory saltation. The main difference is that the
ICIs used in Hafteret al.’s studies were usually shorter than
those used in the present study~less than about 30 ms!. With
that caveat, the work on binaural adaptation raises the possi-
bility that the mechanisms mediating auditory saltation might
take place at a lower level of processing than has previously
been assumed.
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Estimation of viscoelastic shear properties of vocal-fold tissues
based on time–temperature superpositiona)
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Empirical data on the viscoelastic shear properties of human vocal-fold mucosa~cover! were
recently reported at relatively low frequency~0.01–15 Hz!. For the data to become relevant to voice
production, attempts have been made to parametrize and extrapolate the data to higher frequencies
using constitutive modeling@Chan and Titze, J. Acoust. Soc. Am.107, 565–580~2000!#. This study
investigated the feasibility of an alternative approach for data extrapolation, namely the principle of
time–temperature superposition~TTS!. TTS is a hybrid theoretical–empirical approach widely used
by rheologists to estimate the viscoelastic properties of polymeric systems at time or frequency
scales not readily accessible experimentally. It is based on the observation that for many polymers,
the molecular configurational changes that occur in a given time scale at a low temperature
correspond to those that occur in a shorter time scale at a higher temperature. Using a rotational
rheometer, the elastic shear modulus (G8) and viscous shear modulus (G9) of vocal-fold cover
~superficial layer of lamina propria! tissue samples were measured at 0.01–15 Hz at relatively low
temperatures~5°–37 °C!. Data were empirically shifted according to TTS, yielding composite
‘‘master curves’’ for predicting the magnitude of the shear moduli at higher frequencies at 37 °C.
Results showed that TTS may be a feasible approach for estimating the viscoelastic shear properties
of vocal-fold tissues at frequencies of phonation~on the order of 100–1000 Hz!. © 2001
Acoustical Society of America.@DOI: 10.1121/1.1387094#

PACS numbers: 43.70.Aj, 43.70.Bk, 43.35.Mr@AL #

I. INTRODUCTION

Biomechanical properties of vocal-fold tissues are criti-
cal information for the theoretical and clinical studies of
voice production. For example, data on viscoelastic shear
properties of the vocal-fold mucosa are important for~1!
computer modeling of vocal fold vibration~Alipour et al.,
2000!; ~2! theoretical estimations of phonation threshold
pressure, an important objective measure of vocal effort and
the energy required for sustaining phonation~Titze, 1992!;
and~3! predictions of clinical outcomes of vocal-fold surgery
using implantable materials of different biomechanical prop-
erties ~Chan and Titze, 1999a, 1999b!. We have previously
measured the linear viscoelastic shear properties of the hu-
man vocal-fold cover~epithelium and the superficial layer of
lamina propria! as well as surgical biomaterials such as fat
and hyaluronic acid, obtaining data on elastic shear modulus
~G8 or m!, viscous shear modulus~G9 or vh!, dynamic vis-
cosity ~h8 or h!, and damping ratio~z! ~Chan and Titze,
1999a, 1999b!. Because the dynamic shear data were empiri-
cally obtained at a relatively low frequency~<15 Hz!, we
had also attempted to extrapolate the data to higher frequen-
cies typical of phonation~usually.100 Hz! using two con-
stitutive models, namely a quasilinear viscoelastic model and
a statistical network model~Chan and Titze, 2000!. Results
of the constitutive modeling showed that the theoretical pre-
dictions matched the empirical data reasonably well, allow-

ing for parametric descriptions of the data and their extrapo-
lations to higher frequencies. However, it was not entirely
clear from the results of that study which of the two consti-
tutive models used would be more appropriate for the para-
metric descriptions of tissue shear properties of the vocal-
fold cover ~Chan and Titze, 2000!. Certainly, further
empirical measurement at higher frequencies is the ideal way
for obtaining valid data and for validating the models, but
technological limitations on most existing rheometers tempo-
rarily preclude us from obtaining valid empirical data at
high-enough frequency~i.e., frequency.15 Hz, preferably
.100 Hz!.

This paper attempted to investigate the feasibility or ap-
plicability of time–temperature superposition~TTS! as an
alternative approach for theory-based data extrapolation and
prediction of vocal-fold tissue shear properties at higher fre-
quencies. The principle of TTS, discussed exhaustively by
Ferry~1980!, has been widely used in the field of rheology to
expand the effective time or frequency scale of linear and
nonlinear viscoelastic measurements. Many rheologists rou-
tinely apply TTS to estimate the viscoelastic properties of
polymer melts and polymer solutions at time or frequency
scales not readily accessible experimentally. TTS has also
been known as the method of ‘‘reduced variables’’ or the
method of viscoelastic corresponding states. The basic notion
of TTS is that the viscoelastic behavior of many polymeric
systems is a function of two principal variables: time~or
frequency! and temperature~Bird et al., 1987; Ferry, 1980!.
The effect of change in temperature on the viscoelastic be-
havior of a polymeric system is often equivalent to the effect

a!A previous version of this paper was presented at the 138th meeting of the
Acoustical Society of America, Columbus, Ohio, 1–5 November 1999.

b!Electronic mail: rchan@purdue.edu
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of change in the time scale of deformation, such that the two
variables time and temperature can be used interchangeably,
or effectively ‘‘reduced’’ into one~hence the name reduced
variables!. Specifically, it has been observed that for many
polymeric systems the molecular configurational changes
that occur in a given time scale at a low temperature corre-
spond to those that occur in a shorter time scale at a higher
temperature~Bird et al., 1987; Ferry, 1980!, i.e., the vis-
coelastic functions measured at a given frequency at a low
temperature would be equivalent to those measured at a
higher frequency at a higher temperature. These viscoelastic
effects have been observed for a variety of homogeneous
polymers in nonpolar solvents at temperatures above the
glass transition temperature~i.e., in the transition zone,
where there is no change in the thermodynamic state of the
polymer! ~Ferry, 1980!. For many biological tissues, includ-
ing vocal-fold tissues, an analogous range of temperature
may be located at 5°–37 °C, in which no structural changes
of tissues have been reported in the literature~e.g., no dena-
turing of proteins! and there is certainly no phase change of
the aqueous components of the tissues~no freezing or forma-
tion of ice crystals! ~Chan, 1998; Peterset al., 1997!. The
principle of TTS is briefly summarized next, including an
outline of the procedure used to shift the empirical curves of
various viscoelastic functions.

II. THE PRINCIPLE OF TIME–TEMPERATURE
SUPERPOSITION

Historically, TTS was first established as a principle for
empirically shifting the curves of viscoelastic functions ob-
tained at different temperatures along a time or frequency
axis, prior to the development of theories that supported its
validity. It has since been found to be applicable to a variety
of undiluted and diluted polymer systems whose time- and
temperature-dependent viscoelastic behaviors could be de-
scribed by constitutive equations from different molecular
theories~e.g., bead–spring, bead–rod, and network theories!.
The following is a simplified overview of TTS based on
linear flexible chain theories~i.e., bead–spring models, in
particular the Rouse and Zimm models!, in order to illustrate
the basic theoretical validity and the specific empirical pro-
cedures of TTS. A more detailed illustration as well as dis-
cussions based on other molecular models can be found in
Bird et al. ~1987! and Ferry~1980!.

Consider a dilute polymer solution consisting of linear
molecules with no intermolecular interactions~entangle-
ments!, each of which can be modeled byN beads connected
by N21 Hookean springs. When the solution is at rest, there
is a state of equilibrium associated with each molecule in
which the orientations of chemical bond vectors form a
Gaussian distribution, resulting in minimal free energy.
When the solution is subjected to an external shear stress,
each molecule is distorted by the flowing solvent~acting on
the beads! such that orientations of the chemical bond vec-
tors are changed and elastic energy is stored in the Hookean
‘‘entropy springs.’’ In other words, there is free-energy stor-
age associated with an entropy decrease due to the perturbed
Gaussian distribution of equilibrium. Elastic recovery is rep-
resented by Brownian reorientation of the bond vectors back

to the equilibrium Gaussian distribution. The linear vis-
coelastic functions of the system, which depend on the inter-
action between the perturbation and the restoration of the
equilibrium Gaussian distribution, can be explicitly ex-
pressed in terms of a series of relaxation time constantst i

associated with thei th bead~Ferry, 1980!. Regardless of the
degree of hydrodynamic interaction and the specific consti-
tutive equation used~e.g., Rouse’s versus Zimm’s!, t i for the
different beads have the same temperature dependence, pro-
vided that there is no phase change of the polymer within the
temperature range under consideration. Hence,t i at different
temperatures are related to one another

t iT5aTt iTo , ~1!

wheret iT is the relaxation time at temperatureT ~in absolute
temperature!, andt iTo is the relaxation time at temperature
To , an arbitrary reference temperature. The constantaT

quantifies the temperature dependence of the system’s vis-
coelastic behavior and is called theshift factor, which is a
very important empirical parameter for TTS, as we shall see
below. t i decreases with an increase inT, because there is
more free energy at higher temperatures, and molecular con-
figurational changes~Gaussian distribution changes! occur
more rapidly. Hence, according to Eq.~1!, aT,1 if T.To ,
while aT.1 if T,To .

The elastic shear modulusG8 ~identical tom in our pre-
vious publications, i.e., Chan and Titze, 1999a, 1999b, 2000!
of the linear flexible chain system can be expressed as a
summation of the contributions of individual relaxation
times, according to a version of the generalized Maxwell
model of viscoelasticity~Ferry, 1980!

G85
cRT

M (
i

N v2t i
2

11v2t i
2 , ~2!

wherec is molar concentration of the solute molecules,R is
molar gas constant,M is the polymer molecular weight, and
v is angular frequency of oscillation. A change of tempera-
ture from To to T would effectively changeeither the mo-
lecular relaxation timet i or the angular frequencyv by a
factor of aT , because of the form of Eq.~2! ~the product
relationship betweent i andv!

Either t iTo→t iT @ i.e., t i→aTt i , see Eq.~1!#,
~3!

or v→aTv when To→T.

This is virtually a merge of time and frequency into one
single variable~reduced variables!. With such changes in Eq.
~2!, it can be seen thatG8 measured at a frequency ofv at T
is equivalent toG8coTo /cT measured at a frequency ofaTv
at To . The factorco /c is due to the very small change in
concentration (co→c) as a result of thermal expansion,
which is usually negligible unlessT2To is very large. Like-
wise, any density changes due to thermal expansion are neg-
ligible for small temperature changes, which is true for bio-
logical tissues in the small temperature range involved in the
present study~5°–37 °C!. Recall thataT.1 when T,To ,
i.e., G8 measured at a low frequency~v! at a low tempera-
ture ~T! is equivalent toG8To /T measured at a higher fre-
quency (aTv) at a higher temperature (To). In other words,
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the empirical curves ofG8 obtained at a relatively low tem-
peratureT can be shifted along they axis by a factor ofTo /T
~an upward shift! and along thex axis by the shift factoraT

~a shift to the right! to predict the magnitude ofG8 at To .
Exactly the same principles are applicable to shift the em-
pirical curves of other viscoelastic functions obtained at dif-
ferent temperatures, most notably the viscous shear modulus
G9 ~Ferry, 1980! ~G9 is identical tovh in the previous pub-
lications by Chan and Titze!. In the present investigation,
both G8 and G9 were empirically obtained for vocal-fold
tissues and shifted according to TTS.

The shift factoraT quantifies the effect of temperature
on the system’s viscoelastic behavior. It is itself a function of
temperature and can be determined from an equation that has
been shown to be widely applicable in many homogeneous
nonaqueous polymeric systems

logaT5
2c1

o~T2To!

c2
o1T2To

, ~4!

wherec1
o andc2

o are constants, to be found empirically. This
is commonly called the WLF equation, as it was first intro-
duced by Williams, Landel, and Ferry in 1955. The following
procedure can be used to determinec1

o andc2
o ~Ferry, 1980!:

~1! The linear viscoelastic functionsG8 andG9 empirically
obtained at different temperatures are plotted as functions of
frequency~v! graphically; ~2! Initial estimates of the shift
factor aT are made empirically by measuring the horizontal
distances between adjacent curves ofG8 or G9, which are
estimates ofD logaT at different temperatures;~3! Using
these tentative estimates of logaT , 2(T2To)/ logaT are
plotted against2(T2To) to yield a straight line, based on a
rearranged WLF equation

2~T2To!

logaT
5

2~T2To!

2c1
o 1

c2
o

c1
o , ~5!

which has a slope of21/c1
o and ay intercept ofc2

o/c1
o . The

constantsc1
o andc2

o are given by

c1
o521/m and c2

o52b/m, ~6!

wherem is the slope andb is the y intercept of the linear
regression plot.

Having foundc1
o andc2

o , final values of the shift factor
aT can be calculated as a function of temperature using the
WLF equation@Eq. ~4!#. The empirical curves ofG8 andG9
obtained at different temperatures can then be shifted hori-
zontally ~as well as vertically! to form composite curves
commonly called ‘‘master curves’’ that allow predictions of
the magnitude ofG8 and G9 at higher frequency values at
the reference temperatureTo .

It is widely accepted that the principle of TTS is a valid
approach for extrapolating the viscoelastic properties of a
wide variety of relatively simple polymeric systems: many
homogeneous polymer melts and dilute polymer solutions in
nonpolar solvents, to time or frequency scales beyond what
is experimentally accessible. For more complex systems,
such as polymers in polar solvents, aqueous polymer solu-
tions, and nonhomogeneous systems including all biological
tissues, the applicability of TTS may be limited because its

theoretical assumptions of linear flexible chain models with
no polymer entanglements are incompatible with the inter-
molecular~hydrophobic and hydrophilic! interactions present
in those systems. In addition, the distributions of the relax-
ation time constantst i and their relationships with specific
viscoelastic functions in nonhomogeneous systems can be
expected to be much more complicated than that described
by Eq. ~2! or other similar simple viscoelastic models.
Hence, there have been few reports in the literature docu-
menting the application of TTS for these more complex
polymeric systems and biological tissues in general. A care-
ful search of the literature, however, found that two recent
studies have been targeting precisely such novel and appar-
ently incompatible applications of TTS. Labropouloset al.
~2000! investigated the effect of gel concentration on the
rheological properties of an aqueous homogeneous poly-
meric system, namely agar gels which were prepared by
cooling ~gelation! of aqueous solutions of agar~a mixture of
polysaccharides!. They measured the storage modulus~elas-
tic shear modulusG8! of the gels at temperatures in the
gelation range~25°–40 °C! at a frequency range of 0.016–16
Hz and were able to apply TTS to obtain master curves at a
reference temperature of 30 °C over a frequency range of five
decades~0.0016–160 Hz!. Peterset al. ~1997! measured the
elastic shear modulus, loss angle~phase shift!, and stress
relaxation modulus of bovine brain tissuesin vitro at 7°–
37 °C over a frequency range of 0.16–16 Hz~over a time
scale of around 0.4–400 s for the relaxation modulus!. They
found similar values of the shift factoraT for both their
dynamic shear data and stress relaxation data, and showed
that within the temperature range studied it may be feasible
to apply TTS to extrapolate their dynamic shear data to much
higher frequency~up to 1.6 MHz! and their relaxation modu-
lus data to a much shorter time~down to 0.1 msec! at 37 °C.
These reports provided some of the very first evidence sup-
porting such nontraditional applications of TTS for aqueous
and nonhomogeneous polymeric systems.

III. METHOD

Viscoelastic shear properties of vocal-fold tissues at dif-
ferent temperatures were empirically measured using our
previously reported methodology~Chan and Titze, 1999a!.
Briefly, vocal-fold tissue samples were subject to small-
amplitude sinusoidal oscillatory shear in a rotational rheom-
eter. A Bohlin CS-50 controlled stress rheometer with a
parallel-plate~plate-on-plate! geometry was used, where a
tissue sample was sandwiched between two rigid circular
plates~diameter520 mm, gap size50.3 mm! with a station-
ary lower plate and a rotating upper plate. The sample was
excited by a precisely controlled sinusoidal stress~torque!
over a frequency range of three decades~0.01–15 Hz!. At
each frequency, the angular displacement~as well as angular
velocity! of the upper plate resulting from the oscillation was
monitored by a sensitive optical transducer as a function of
time. Based on the prescribed torque and the measured an-
gular velocity ~their amplitudes and phase difference!, the
shear stress, shear strain, and strain rate associated with the
oscillatory deformation were determined. Linear viscoelastic
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shear properties~G8 andG9! of the sample can then be com-
puted for each frequency.

Vocal-fold tissue samples were harvested from two adult
human cadavers from autopsy, including a 59-year-old male
and a 60-year-old male who had neither laryngeal patholo-
gies nor head and neck disease~one specimen from the lar-
ynx of each subject!. The specimens obtained were believed
to be fresh enough~within 24 h post-mortem! to yield biome-
chanical data representative of thein vivo state, as a previous
study has shown that post-mortem changes up to 24 h did not
significantly affect the viscoelastic shear properties of the
vocal-fold lamina propria~Chan and Titze, 2001!. Tissue
samples of the vocal-fold cover~epithelium and superficial
layer of lamina propria! were dissected and mounted on the
rheometer for rheometric measurements, as described previ-
ously ~Chan and Titze, 1999a!. Rheometric measurements

for each sample were made at the temperatures of 5°, 10°,
15°, 20°, 25°, 32°, and 37 °C, which were maintained to an
accuracy of60.1 °C by a temperature control unit that cir-
culated distilled water into the lower plate mounting of the
rheometer. The reference temperature (To) chosen for the
purpose of this study was 37 °C, because it is the body tem-
perature or target temperature at which tissue viscoelastic
properties become relevant to vocal-fold vibration and voice
production. Tissue samples were allowed to equilibrate to the
correct temperature for12 h in physiological~0.9%! saline
solution before the beginning of each trial of measurements.

IV. RESULTS AND DISCUSSION

Following the procedure described in Sec. II, the shift
factor aT as a function of temperature was determined from
the WLF equation for each cadaveric subject:~1! Empirical

FIG. 1. Elastic shear modulus (G8) of
human vocal-fold cover~59-year-old
male! as a function of frequency and
temperature.

FIG. 2. Viscous shear modulus (G9)
of human vocal-fold cover~59-year-
old male! as a function of frequency
and temperature.
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data of the elastic shear modulus (G8) and the viscous shear
modulus (G9) of the vocal-fold cover measured at different
temperatures for the 59-year-old male and the 60-year-old
male were plotted in Figs. 1–4. Note that there were signifi-
cant inter-subject differences in the magnitude ofG8 andG9,
which were consistent with previous findings and may reflect
possible individual differences in tissue molecular constitu-
ents~Chan and Titze, 1999a!. ~2! Tentative values of logaT at
different temperatures were estimated by measuring the hori-
zontal distances between adjacentG9 curves~Fig. 2 for the
59-year-old male, Fig. 4 for the 60-year-old male! ~see
Tables I and II, columns 3 and 4!. ~3! The WLF equation was
rearranged @Eq. ~5!# and 2(T2To)/ logaT was plotted
against2(T2To) to yield a linear regression curve~straight
line! for determining the constantsc1

o andc2
o ~Fig. 5 for the

59-year-old male, Fig. 6 for the 60-year-old male!. ~4! Final

aT values at different temperatures were computed using the
WLF equation@Eq. ~4!# once c1

o and c2
o were determined

~Tables I and II, columns 7–8!. Figures 7 and 8 show the
temperature dependence ofaT for the 59-year-old male and
the 60-year-old male, respectively, based on the known val-
ues of c1

o and c2
o in the WLF equation. Both sets of shift

factors displayed a temperature dependence roughly consis-
tent with those of many homogeneous polymeric systems in
nonpolar solvents, i.e., a monotonic decrease of logaT with
temperature~Ferry, 1980!. Note that theaT values were very
different for the two subjects, consistent with the significant
individual differences inG8 andG9 and suggesting that the
relaxation behaviors of apparently similar nonhomogeneous
systems could be very different, depending on the exact mo-
lecular make-up~for instance, varying concentrations of dif-
ferent vocal-fold constituents!.

FIG. 3. Elastic shear modulus (G8) of
human vocal-fold cover~60-year-old
male! as a function of frequency and
temperature.

FIG. 4. Viscous shear modulus (G9)
of human vocal-fold cover~60-year-
old male! as a function of frequency
and temperature.
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FIG. 5. Linear regression based on Eq.
~5! for determining the constantsc1

o

and c2
o of the WLF equation for the

59-year-old male.

TABLE I. Calculation of the shift factoraT for the 59-year-old male based on the WLF equation@Eq. ~4!#.
Note: c1

o521/m521/0.2175524.5972, andc2
o52b/m5214.5530/0.21755266.9031~from Fig. 5!.

Temperature
~°C!

Absolute
temperature

~K!

D log aT

~from G9
data!

Tentative
log aT

~cumulative!

2(T2To)
~To

5310 K! 2(T2To)/(log aT)

log aT

~from
WLF Eq.! aT

5 278 n.a.a 1.490 32 21.4765 1.4874 30.7203
10 283 0.160 1.330 27 20.3008 1.3218 20.9817
15 288 0.230 1.100 22 20.0000 1.1376 13.7287
20 293 0.200 0.900 17 18.8889 0.9315 8.5401
25 298 0.100 0.800 12 15.0000 0.6992 5.0023
32 305 0.500 0.300 5 16.6667 0.3197 2.0878
37 310 0.300 0 0 n.a.a 0 1

an.a.5not applicable.

TABLE II. Calculation of the shift factoraT for the 60-year-old male based on the WLF equation@Eq. ~4!#.
Note: c1

o521/m521/0.1765525.6666, andc2
o52b/m527.2430/0.17655241.0432~from Fig. 6!.

Temperature
~°C!

Absolute
temperature

~K!

D log aT

~from G9
data!

Tentative
log aT

~cumulative!

2(T2To)
~To

5310 K! 2(T2To)/(log aT)

log aT

~from
WLF Eq.! aT

5 278 n.a.a 2.465 32 12.9817 2.4825 303.745
10 283 0.200 2.265 27 11.9205 2.2485 177.229
15 288 0.300 1.965 22 11.1959 1.9774 94.9396
20 293 0.250 1.715 17 9.91254 1.6597 45.6726
25 298 0.475 1.240 12 9.6774 1.2820 19.1405
32 305 0.620 0.620 5 8.0645 0.6154 4.1243
37 310 0.620 0 0 n.a.a 0 1

an.a.5not applicable.
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Next, each empirical curve of viscoelastic data~G8 or
G9! obtained at a specific temperature~5°–32 °C! was
shifted to the right horizontally by the value ofaT at that
particular temperature. Each curve was also shifted upward
vertically by a factor ofTo /T, according to the principle of
TTS presented in Sec. II. Figures 9–12 each displays a set of
shifted curves which tend to superpose or overlap with one
another to form a composite curve or ‘‘master curve’’ in each
figure. The master curve is thus a representation of the esti-
mated magnitude ofG8 or G9 at the reference temperature
To ~37 °C! ~Ferry, 1980!. Figures 9 and 10 show the master
curves ofG8 andG9 for the 59-year-old male, while Figs. 11
and 12 show the master curves ofG8 andG9 for the 60-year-
old male, respectively. The master curves for the 59-year-old
male~Figs. 9 and 10! show a substantial overlap between the
individual shifted curves, especially forG9, except at lower

frequencies~,1 Hz!. The degree of overlap among the indi-
vidual curves was not as high for the master curves for the
60-year-old male~Figs. 11 and 12!, but still there was excel-
lent superposition at higher frequencies~.500 Hz for G8,
.100 Hz forG9). It was apparent that the ‘‘goodness of fit’’
of the superposition was dependent on the changing slope of
the individual empirical curves, with a more positive slope at
relatively high frequency leading to a better fit of the master
curves, and a less positive~or even slightly negative! slope at
lower frequencies leading to gross deviations from the mas-
ter curves.

The variability of the predicted frequency values on the
master curves~the data points! can be expressed in terms of
the 95%-confidence intervals ofaT at different temperatures
~Tables III and IV!, which were estimated based on the stan-
dard errors of estimate (SYX) of the linear regression curves

FIG. 6. Linear regression based on Eq.
~5! for determining the constantsc1

o

and c2
o of the WLF equation for the

60-year-old male.

FIG. 7. Temperature dependence of
the shift factoraT for the 59-year-old
male.
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in Figs. 5 and 6. As can be seen in Figs. 5 and 6, the linear
regression curve for the determination of the constantsc1

o

and c2
o for the 59-year-old male was associated with more

scattered data points and hence a higherSYX than that of the
60-year-old male~around 5 times higher, see Tables III and
IV !. As a result, the 95%-confidence intervals of the linear
regression’sy-interceptb and slopem, the constantsc1

o and
c2

o , as well as ultimately the confidence intervals ofaT ,
were all higher for the 59-year-old male. In fact, they were
all more than 50% of theaT values obtained for this subject,
making the predicted frequency values of the master curves
somewhat unreliable with such a magnitude of statistical er-
ror, especially for those predictions based on measurements
made at higher temperatures~Table III!. On the other hand,
the 95%-confidence intervals ofaT for the 60-year-old male
were all reasonably small, except at the temperature of 32 °C,

where it was 30% of theaT value~Table IV!. Fortunately, the
large variability at this particular temperature should not af-
fect the overall reliability of the master curves for this sub-
ject because the high-frequency portion of the master curves
was predicted based onaT values obtained at lower tempera-
tures~toward 5 °C!. These differences in the variability and
reliability of the master curves obtained between the two
subjects suggested that TTS may only be truly applicable and
meaningful for subjects or systems with a small statistical
error for the determination of the shift factoraT .

By TTS, the effective frequency range of the viscoelas-
tic data for the 59-year-old male has been expanded to as
high as around 500 Hz~Figs. 9 and 10!, while the effective
frequency range of the viscoelastic data for the 60-year-old
male was expanded to close to 5000 Hz~Figs. 11 and 12!. In
fact, the maximum extent of frequency range expansion or

FIG. 8. Temperature dependence of
the shift factoraT for the 60-year-old
male.

FIG. 9. Elastic shear modulus (G8) of
human vocal-fold cover~59-year-old
male! based on time–temperature su-
perposition~master curve with refer-
ence temperature at 37 °C!.
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data extrapolation was dictated by the maximum value of the
shift factor aT , which always occurred at the lowest tem-
perature ~5 °C!. For the 59-year-old male, the maximum
value of aT was around 30~Table I!, suggesting that the
highest frequency reached by the master curve was around
450 Hz (15 Hz330). For the 60-year-old male, it was ap-
proximately 300~Table II!; i.e., the highest frequency of the
master curve was approximately 4500 Hz (15 Hz3300).

Ferry ~1980! presented some qualitative criteria for de-
termining the applicability of TTS to a particular set of vis-
coelastic data or a particular polymeric system, including~1!
the shapes of the empirical viscoelastic curves at different
temperatures must match over a substantial range of frequen-
cies;~2! the constantsc1

o andc2
o in the WLF equation should

have magnitudes in accord with experience;~3! the same
values ofaT must be able to superpose different viscoelastic

functions; and~4! the temperature dependence ofaT must
have a reasonable form consistent with experience. In the
present study, it seemed that all of these criteria have been
met, as~1! the shapes of theG8 andG9 curves obtained at
different temperatures mostly matched with one another over
the entire empirical frequency range~0.01–15 Hz! ~Figs.
1–4!; ~2! the values ofc1

o andc2
o as shown in Tables I and II

were around the same orders of magnitude as those tabulated
in Ferry ~1980! for various homogeneous nonpolar poly-
meric systems~but note that they were negative values be-
cause of the form of the rearranged WLF equation@Eq. ~5!#
we used!; ~3! the same set of shift factors (aT) was indeed
used to generate both theG8 and theG9 master curves for
each subject~values of aT in Table I for the 59-year-old
male, and those in Table II for the 60-year-old male!; and~4!
Figures 7 and 8 show that the temperature dependence ofaT

FIG. 11. Elastic shear modulus (G8)
of human vocal-fold cover~60-year-
old male! based on time–temperature
superposition~master curve with refer-
ence temperature at 37 °C!.

FIG. 10. Viscous shear modulus (G9)
of human vocal fold cover~59-year-
old male! based on time–temperature
superposition~master curve with refer-
ence temperature at 37 °C!.
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FIG. 12. Viscous shear modulus (G9)
of human vocal-fold cover~60-year-
old male! based on time–temperature
superposition~master curve with refer-
ence temperature at 37 °C!.

TABLE III. Statistical variability of the linear regression results and the shift factoraT for the 59-year-old male.

95%
Confidence

interval
y-interceptb
~from SYX!a

Slopem
~from SYX ,a

max. and
min. m!

c1
o

~from max.
and min.

c1
o!

c2
o ~from

confidence
intervals ofb

andc1
o!

log aT ~from
confidence
intervals of
c1

o andc2
o! aT %aT

~Temperature-
independent!

2.2509 0.1407 5.1110 11.5043

at 5 °C 1.2993 19.9211 64.8467
at 10 °C 1.1535 14.2393 67.8656
at 15 °C 0.9916 9.8083 71.4437
at 20 °C 0.8108 6.4688 75.7462
at 25 °C 0.6077 4.0522 81.0075
at 32 °C 0.2771 1.8930 90.6710

aStandard error of estimate of the linear regression in Fig. 5~SYX5s.d.3A(12r 2)51.1484!.

TABLE IV. Statistical variability of the linear regression results and the shift factoraT for the 60-year-old male.

95%
Confidence

interval
y-interceptb
~from SYX!a

Slopem
~from SYX ,a

max. and
min. m!

c1
o

~from max.
and min.

c1
o!

c2
o ~from

confidence
intervals ofb

andc1
o!

log aT ~from
confidence
intervals of
c1

o andc2
o! aT %aT

~Temperature-
independent!

0.4242 0.0265 0.8710 0.3695

at 5 °C 0.3709 2.3492 0.7734
at 10 °C 0.3352 2.1639 1.2210
at 15 °C 0.2941 1.9683 2.0732
at 20 °C 0.2461 1.7624 3.8589
at 25 °C 0.1894 1.5468 8.0815
at 32 °C 0.0904 1.2313 29.8553

aStandard error of estimate of the linear regression in Fig. 6 (SYX5s.d.3A(12r 2)50.2164).
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for both subjects was grossly similar to that of common ho-
mogeneous nonpolar systems~Ferry, 1980!, i.e., a monotonic
decrease ofaT with temperature. However, unlike nonpolar
systems, the slope of the temperature dependence decreased
gradually with temperature~i.e.,aT becoming more sensitive
to temperature changes at higher temperatures!, which may
be related to the aqueous or the nonhomogeneous nature of
the system~vocal-fold tissues!.

In addition to fulfilling these qualitative criteria, a quan-
titative validation analysis was performed to further assess
the applicability and validity of TTS for vocal-fold tissues.
Because empirical data of vocal-fold tissue shear properties
were available over a frequency range of three decades
~0.01–15 Hz!, a ‘‘small-scale’’ TTS was performed to shift
the viscoelastic data obtained at 5° to 32 °C from 0.1–1.0 Hz
to higher frequencies, establishing master curves forG8 and

G9 at 37 °C which may then be directly compared with the
experimental data actually obtained at 37 °C from 1.0–15
Hz. This was the best approach available in the current study
for a quantitative evaluation of the applicability of TTS for
vocal-fold tissues, because empirical data at frequencies of
phonation~. 100 Hz! were unavailable for comparison with
the master curves.

Table V shows this validation analysis with an estima-
tion of the values of the shift factoraT at different tempera-
tures, following the same procedure as described before~cf.
Tables I and II!. The analysis was done only for the 60-year-
old male because of the much smaller statistical errors of the
master curves for this subject~Table IV!. Figure 13 shows
the linear regression line for the determination of the con-
stantsc1

o andc2
o of the WLF equation, and Fig. 14 shows the

temperature dependence ofaT obtained from the WLF equa-

FIG. 13. Linear regression for deter-
mining the constantsc1

o andc2
o for the

60-year-old male~validation analysis
of TTS based on empirical data ob-
tained at 0.1–1.0 Hz!.

FIG. 14. Temperature dependence of
the shift factoraT for the 60-year-old
male~validation analysis of TTS based
on empirical data obtained at 0.1–1.0
Hz!.
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FIG. 15. Master curve for elastic shear
modulus (G8) of human vocal-fold
cover superposed with empirical data
obtained at 37 °C~60-year-old male!
for evaluating the applicability of
time–temperature superposition.

FIG. 16. Master curve for viscous
shear modulus (G9) of human vocal-
fold cover superposed with empirical
data obtained at 37 °C~60-year-old
male! for evaluating the applicability
of time–temperature superposition.

TABLE V. Calculation of the shift factoraT for the 60-year-old male based on empirical data at 0.1–1.0 Hz
~validation analysis for evaluating the applicability of TTS!. Note: c1

o521/m521/0.1256527.9607, and
c2

o52b/m525.1603/0.12565241.0793~from Fig. 13!.

Temperature
~°C!

Absolute
temperature

~K!

D log aT

~from G9
data!

Tentative
log aT

~cumulative!

2(T2To)
~To

5310 K! 2(T2To)/(log aT)

log aT

~from
WLF Eq.! aT

5 278 n.a.a 3.460 32 9.2486 3.4858 3060.69
10 283 0.280 3.180 27 8.4906 3.1572 1436.05
15 288 0.420 2.760 22 7.9710 2.7764 597.612
20 293 0.350 2.410 17 7.0539 2.3301 213.851
25 298 0.670 1.740 12 6.8966 1.7997 63.0552
32 305 0.870 0.870 5 5.7471 0.8638 7.3080
37 310 0.870 0 0 n.a.a 0 1

an.a.5not applicable.
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tion based on the values ofc1
o andc2

o . Master curves forG8
andG9 were constructed based on theseaT values~Table V!.
Figures 15 and 16 show the master curves superposed with
the empirical data ofG8 andG9 obtained at relatively high
frequency~1.0–15 Hz! at 37 °C, respectively, enabling a di-
rect comparison between experimental data and predictions
based on TTS. Table VI shows the variability of the master
curves in terms of the 95%-confidence intervals ofaT at
different temperatures, based on the standard errors of esti-
mate of the linear regression in Fig. 13. Similar to the results
of the ‘‘full-scale’’ TTS for the 60-year-old male~Table IV!,
the 95%-confidence intervals ofaT for the validation analy-
sis were small except at the temperature of 32 °C.

The ‘‘goodness of fit’’ between the master curves and the
empirical data points at 37 °C~shown as crosses! over the
frequency range of overlap~1.0–15 Hz! was assessed statis-
tically by the following correlation coefficient:

r 5A12
( i~xi2yi !

2

( i~xi2 x̄!2 , ~7!

wherexi are the empirical data values,yi are the predictions
based on TTS, andx̄ is the average ofxi . Results showed
that the master curves agreed with the experimental data rea-
sonably well, particularly forG9 ~r 50.7296 forG8, 0.9735
for G9!. As shown in Figs. 15 and 16, the master curve for
G8 slightly overpredicted the empirical data at lower fre-
quencies~Fig. 15!, but there was excellent agreement be-
tween the master curve forG9 and the empirical data~Fig.
16!. These findings suggested that TTS may be applicable to
vocal-fold tissues for at least one of the subjects examined in
the present study.

In the rheology literature~see, e.g., Birdet al., 1987;
Ferry, 1980!, TTS has been well established as a feasible
approach for the extrapolation of empirical viscoelastic data
of a wide variety of homogeneous polymeric systems in non-
polar solvents. For polymeric systems in polar solvents or
aqueous solutions and for nonhomogeneous systems~includ-
ing all biological tissues!, however, there have been few
studies reporting the applicability of TTS until recently. As
discussed in Sec. II, Labropouloset al. ~2000! showed that it
may be feasible to apply TTS to obtain master curves for
aqueous polymeric systems, while Peterset al. ~1997!
showed that TTS may be applicable for biological soft tis-

sues. The results of the present study suggested that as long
as the statistical errors associated with the determination of
the shift factoraT ~the linear regression procedure! are rea-
sonably small, TTS may be a feasible approach for extrapo-
lating the viscoelastic data of vocal-fold tissues to frequen-
cies of phonation, supporting the applicability of TTS to
nonhomogeneous aqueous systems despite its theoretical as-
sumptions that are essentially incompatible with such sys-
tems. Our reasonably successful application of TTS to vocal-
fold tissues for at least one subject~the 60-year-old male!
was consistent with the results of Peterset al. ~1997! and
Labropouloset al. ~2000!. Together with their reports, this
study has provided some of the very first evidence support-
ing the use of TTS for systems other than homogeneous
polymers in nonpolar solvents. Further studies on other
polar/aqueous polymeric systems and biological tissues are
needed to better establish such novel applications of the prin-
ciple of TTS.

V. CONCLUSION

The purpose of this study was to establish the feasibility
of the principle of time–temperature superposition~TTS! as
a data extrapolation approach for the estimation of vocal-fold
tissue shear properties at frequencies of phonation, a rela-
tively high frequency range not yet accessible experimentally
~on the order of 100 Hz!. The elastic shear modulus and
viscous shear modulus of vocal-fold cover specimens were
empirically measured at a range of relatively low frequencies
~0.01–15 Hz! and low temperatures~5°–37 °C! and data
were shifted to generate master curves of the viscoelastic
functions at 37 °C, covering much higher frequencies on the
order of 100–1000 Hz. Despite the theoretical assumptions
of TTS that are incompatible with complex polymeric sys-
tems such as biological tissues, our results showed that for
one of the two subjects examined TTS may be a feasible
approach for extrapolating the low-frequency viscoelastic
data of vocal-fold tissues to higher frequencies. Further stud-
ies involving more subjects are needed, but the feasibility of
TTS for vocal-fold tissues can only be truly validated when
empirical viscoelastic data at high frequencies are available
for comparison with predictions from TTS. Empirical mea-

TABLE VI. Statistical variability of the linear regression results and the shift factoraT for the validation
analysis for evaluating the applicability of TTS.

95%
Confidence

interval
y-interceptb
~from SYX!a

Slopem
~from SYX ,a

max. and
min. m!

c1
o

~from max.
and min.

c1
o!

c2
o ~from

confidence
intervals ofb

andc1
o!

log aT ~from
confidence
intervals of
c1

o andc2
o! aT %aT

~Temperature-
independent!

0.3077 0.0192 1.2481 0.3841

at 5 °C 0.5310 3.3961 0.1110
at 10 °C 0.4799 3.0191 0.2102
at 15 °C 0.4209 2.6360 0.4411
at 20 °C 0.3522 2.2503 1.0523
at 25 °C 0.2711 1.8668 2.9606
at 32 °C 0.1293 1.3468 18.4292

aStandard error of estimate of the linear regression in Fig. 13~SYX5s.d.3A(12r 2)50.1570!.
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surements involving the use of a rheometer capable of reach-
ing higher frequencies are currently underway.
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Effects of oscillation of a mechanical hemilarynx model
on mean transglottal pressures and flows
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This study introduces a mechanical model of the larynx for investigating dynamic aerodynamic
effects of phonation. The model mimics the hemilarynx. The tracheal inlet section was rectangular
~25-mm width, 20-mm height!. The vocal fold was fabricated with precision machinery from hard
plastic with an attached oscillating plunger. A speaker assembly and audio amplifier drove the
plunger, mimicking one-dimensional vocal-fold motion toward a flat wall. The glottal shape was
rectangular. The glottal diameter was well specified or dynamically followed with a laser system.
The air was sucked through the channel using a vacuum with controlled speed. Frequency and
amplitude of the glottis were varied. The mean pressure and mean flow data were recorded. For
steady-flow conditions, the glottal gap ranged from 0.39 to 2.58 mm. The pressure coefficient for
steady flow had a range of 3.1 to 1.3 for Reynolds numbers between 300 and 9000. For oscillation
conditions~a! the frequency was varied from 75 to 150 Hz while the amplitude was held relatively
constant, and~b! the amplitude was varied to 0.3 mm for a fixed frequency of 100 Hz. The results
indicate that the hemilarynx model provides mean pressure-flow data similar in form to other
models with two vocal folds. Furthermore, the dimensional and non-dimensional pressure
coefficient is sensitive to variations in glottal gap and glottal amplitude, but relatively insensitive to
the frequency of oscillation. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1396334#

PACS numbers: 43.70.Bk@AL #

I. INTRODUCTION

The purpose of this study was to introduce a physical
model of the hemilarynx in which the vocal fold could be
driven sinusoidally with various amplitudes and frequencies
to determine mean transglottal pressure-flow relationships
for different glottal gaps, frequencies, and amplitudes. This
information should enhance our understanding of hemilarynx
function and unsteadiness in phonation.

Physical models of laryngeal function can be made with
precise geometry of the vocal folds and the glottis, and are
used to control transglottal pressure and motion of the vocal
folds ~e.g., Alipour, Scherer, and Knowles, 1996; Alipour and
Scherer, 2000a; Scherer and Guo, 1990; Mongeauet al.,
1997!. Physical models therefore can be used to study mean
flows, flow resistance, velocity profiles, intraglottal pres-
sures, and acoustic generation, all being dependent upon the
glottal geometry and transglottal pressure. Such models,
however, may also be limited in their similarity to actual
phonation, and such limitations need to be determined.

Physical models of the larynx with nonmoving vocal
folds have been used to establish equations that relate glottal
geometry, transglottal air pressure, and glottal flow~van den
Berg, Zantema, and Doornenbal, 1957; Ishizaka and Flana-
gan, 1972; Binh and Gauffin, 1983; Scherer, Titze, and Cur-

tis, 1983; Scherer and Guo, 1990!. The motivation for these
studies has been to create equations that can be used in com-
puter models of phonation. The applicability of these studies
has been based on the assumption that phonation is approxi-
mately a quasisteady phenomenon so that the pressure-flow-
geometry results hold for both the constant conditions as
well as for ‘‘snapshots’’ during the oscillating condition dur-
ing phonation. Although this assumption has been questioned
~Teager and Teager, 1983; McGowan, 1993!, the dynamic
physical model research of Mongeauet al. ~1997! found that
a forced-oscillation model of phonation, in which the two
vocal folds~forming a convergent glottal shape! were forced
to oscillate toward and away from each other, supported the
quasisteady assumption for the most part. The physical
model introduced here may add important information to fur-
ther examine the quasisteady assumption.

The model used in this study was of the vibrating hemi-
larynx type, that is, with one vocal fold opposite a flat wall.
The most direct human similarity is with the hemilarynx cre-
ated by surgery to remove one diseased vocal fold, leaving
one vocal fold to vibrate against the opposite reconstructed
airway wall ~Hirano, Kurita, and Matsuoka, 1987!. It is also
directly related to excised animal hemilarynx studies in
which one-half of the larynx is removed and bench-mounted
with a flat plate opposite the vocal fold so that, for example,
contact pressures~Jiang and Titze, 1993, 1994! and dynamic
pressures~Alipour and Scherer, 2000b! measured at the flat
plate can be obtained.

a!Author to whom correspondence should be addressed; electronic mail:
alipour@shc.uiowa.edu

1562 J. Acoust. Soc. Am. 110 (3), Pt. 1, Sep. 2001 0001-4966/2001/110(3)/1562/8/$18.00 © 2001 Acoustical Society of America



The Plexiglas model and setup to be described below
was similar to that produced by Ikeda, Matsuzaki, and Sasaki
~1994!. Their model also incorporated a single piston-like
vocal fold that could oscillate near a flat wall. Their study,
however, differed significantly from the present one because
they were interested in flow reattachment downstream of the
glottis and reported empirical results for steady flow and for
only a 4-Hz oscillation frequency. Shadle, Barney, and Tho-
mas~1991! also built a mechanical model with driven vocal
folds. Their goal also was different from the current one, in
that they were interested in describing the jet flow from the
glottis using flow visualization.

II. METHODS

The Plexiglas model was designed with three sections,
the inlet tunnel, the glottis, and the outlet tunnel~Fig. 1!. The
inlet section~with pneumotach attached! was 98 cm long and
rectangular~25 mm wide, 20 mm high!. Straws were placed
at the entrance of the inlet section to smooth and laminarize
the flow. The outlet section was also rectangular with the
same cross section, and 60 cm long~111 cm to a downstream
flow valve!. The end was connected to a flowmeter~Dwyer
model VFC131! by means of 22 cm of flexible tubing with a
2.5-cm inside diameter. A vacuum source drew the air
through the model.

The vocal-fold section of the model was fabricated out
of hard plastic using precision machinery. The shape of the
vocal fold included a sinusoidal convergence from the tunnel
wall up to the entrance of the glottis. The exit also had a
sinusoidal shape with a steeper descent to the tunnel wall.
The medial surface of the vocal fold and the opposite Plexi-
glas wall formed a rectangular glottal duct. Within the glottal
section, a rectangular piece~7 mm long and 25 mm wide!
was attached to a speaker cone by means of a small hollow
shaft. A latex sheet was stretched over the vocal-fold piece,
covering the movable rectangular portion. The sheet was
taped to the vocal-fold piece near the tunnel wall by thin
plastic tape. The latex sheet formed a smooth transition be-
tween the moving rectangular section of the glottis and the
neighboring glottal portions~glottal entrance and exit!. The
rectangular section of the vocal-fold model acted as a

‘‘plunger’’ because of the sinusoidal movement of the
speaker system~6-in. speaker cone, audio amplifier, and
function generator!.

To measure the glottal gap between the surface of the
latex and the top Plexiglas plate, an analog laser system~Bal-
luff, model BOD-26K! was used. The laser signal was shone
through the Plexiglas perpendicular to the surface of the vo-
cal fold. The laser beam fell onto a small silver spot painted
on the top of the latex covering the vocal fold. The reference
position for determining subsequent glottal gaps was deter-
mined by moving the vocal-fold plunger vertically so that the
vocal fold touched the Plexiglas plate. The glottal gap was
measured~60.005 mm! by subtracting the signal at a given
location from the reference signal. The gap size was cor-
rected for the approximate thickness~0.02 mm! of the silver
mark on the latex sheet. When the vocal fold was oscillated
sinusoidally, the changing position of the vocal fold was
monitored by the laser system. Setting the peak-to-peak volt-
age from the laser system, while changing the audio ampli-
fier gain level, controlled the amplitude. The levels were read
from a Data 6000 digital oscilloscope~Data Precision, Ana-
logic Corporation!. Amplitudes ranged from 0 to 0.3 mm. It
is noted that the amplitude of 0.3 mm is about one-third of
what is expected in normal phonation in adult males~Hirano
et al., 1981!, so this study would correspond to smaller am-
plitudes of phonation without glottal closure. During oscilla-
tion conditions, the mean glottal gap was obtained by read-
ing the mean laser voltage.

The airflow was measured with a pneumotach calibrated
against a midrange flowmeter~Gilmont, model J197! and a
high-range flow meter~Dwyer model VFC131!. The pneu-
motach was placed at the entrance of the inlet tunnel~Fig. 1!.
Its frequency response, with tubing and pressure transducer
~Validyne DP103! was approximately 100 Hz~following
charts in Edmonds, Lilly, and Hardy, 1971!. The mean pres-
sure drop across the glottis was measured by a well-type
manometer~Dywer!, using pressure taps 30 mm upstream of
the moving vocal-fold section and 23 mm downstream of the
moving vocal-fold section. The time-varying pressure drop
across the glottis was measured with a Validyne DP45 pres-
sure transducer from the same pressure taps. The pressure
taps were located on the floor of the tunnel, opposite the side
near which the vocal fold vibrated. The mean values of pres-
sure and flow were used for both the constant glottal gap and
the oscillating glottal gap conditions.

III. RESULTS

A. Mean pressure-flow relationships for constant
glottal gap

The glottal gap of the hemilarynx mechanical model was
set at different values to obtain basic pressure-flow-geometry
relationships for the nonoscillating glottis. Results for five
gaps are shown in Fig. 2. The curve fit for each gap is qua-
dratic, consistent with other studies of glottal pressure-flow
results in physical laryngeal models. Figure 3 shows the
transglottal pressure coefficient versus the Reynolds number.
The pressure coefficient was defined as

FIG. 1. Schematic of the mechanical hemilarynx model and experimental
setup.
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P* 5
P

0.5rV2
, ~1!

wherer51.1767 g/cm3 is the air density, andV is the mean
air velocity in the glottal duct, obtained by dividing the vol-
ume velocity by the glottal area~the glottal gap times the
length of the vocal folds!. The Reynolds number was defined
as

Re5
VG

n
, ~2!

whereG is the glottal gap andn50.15 cm2/s is the kine-
matic viscosity of air. The data of Fig. 3 essentially collapse
onto one curve, suggesting that the steady-flow data for the
rectangular glottis of this hemilarynx configuration was in-

sensitive to gap size when expressed in nondimensional
terms. Both the dimensional and nondimensional figures are
consistent with similar figures for the rectangular-glottis
model results presented in Scherer, Titze, and Curtis~1983!.

B. Effect on the mean flow due to pulsation of the
flow

The oscillating vocal fold created flow oscillation
‘‘ripples’’ on the constant flow. The data reported in this
study are the mean transglottal pressures and the mean flows.
The flow oscillations may increase the mean flow measure-
ments according to Doebelin~1990, p. 569! when the trans-
glottal pressure is a function of the flow squared, as it is in
this study. That is, the average transglottal pressure is a func-
tion not only of the mean flow squared, but also the square of
the amplitude of the flow ripple:Pta5k(Qav

2 1Qp
2/2), where

Pta is the average transglottal pressure,Qav is the actual
average flow, and theQp is the amplitude of the flow ripple.
The pneumotach recorded the oscillating flows at the en-
trance of the flow tunnel. Figure 4~a! shows oscillations of
transglottal pressure, volume flow rate, as well as the dis-
placement of the plunger for an oscillation fundamental fre-
quency of 100 Hz, a glottal gap of 1.2 mm, amplitude of
motion of 0.378 mm, and a mean transglottal pressure of
24.2-cm H2O. Figure 4~b! shows three curves of flow as a
function of transglottal pressure, the maximum flow, the av-
erage flow, and the minimum flow for each pressure condi-
tion. This case is a ‘‘worst case’’ relative to the potential
influence of the flow amplitude on the average flow calcula-
tion for this study. The frequency of oscillation was below
the measured first subglottal resonance~approximately 195
Hz!. The average flow ripple amplitude in Fig. 4~b! was
7.7% of the mean flow. Even when using twice the amplitude
(2Qp) in the above expression, the difference between the
measured mean flow and the ‘‘actual’’ mean flow in the ex-
pression above was less than 0.9%. This suggests that for the
research reported here, the pulsatile nature of the flow did
not yield mean flows that were inaccurate due to the pulsa-
tility. The mean pressure and mean flow data should reflect
the effects of gap size, amplitude of vocal-fold motion, and
oscillation frequency, and not be significantly affected by the
fluctuations of the signals.

C. Amplitude effects

The hemilarynx was oscillated at three amplitudes, 0.1,
0.2, and 0.3 mm, for mean nominal glottal gaps of 1.0 and
1.5 mm and a frequency of 100 Hz. For each condition, a
number of mean transglottal pressures were used. Figure 5
shows the results for the nominal 0.1-mm~solid symbols!
and 1.5-mm~hollow symbols! glottal gaps. The curves range
from no amplitude ~the steady-flow condition discussed
above! to 0.3 mm. The latter, for example, means that the
vocal-fold plunger varied 0.3 mm above and below the mean
gap ~1.0 or 1.5 mm!. The figure indicates that for the rela-
tively small glottal gap of 1.0 mm, the greater the oscillation
amplitude, the less was the mean flow for any given value of
transglottal pressure. For example, for the 1-mm gap at
10-cm H2O pressure, the flow for the no-oscillation condition

FIG. 2. Mean pressure-flow relationship for various constant gap sizes.

FIG. 3. Mean pressure coefficient as a function of Reynolds number for
various constant gap sizes.
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was 758 ml/s, and 624 ml/s for the 0.3-mm amplitude, a drop
of 18%. The corresponding flow resistance~transglottal pres-
sure divided by the flow! was 21%. The findings are a little
different for the larger glottal gap of 1.5 mm. Here, the data
for amplitudes of 0.1 and 0.2 mm are virtually the same as
for the no-oscillation condition. The largest oscillation am-

plitude, 0.3 mm, created greater flow resistances~at 10-cm
H2O, the change in flow resistance was 11%!. The results
from Fig. 5 therefore suggest that for this hemilarynx model,
the pressure-flow relationships are more similar to the
steady-flow results for greater gaps and smaller amplitudes,
and the effect of amplitude appears to be present for all
transglottal pressures, especially for smaller gaps.

The pressure coefficient versus Reynolds number for the
amplitude data is shown in Fig. 6 with solid symbols for the
nominal 1.0-mm gap and hollow symbols for the 1.5-mm
gap. For the 1.0-mm gap, the increase of the amplitude of
oscillation had an increasing effect on the pressure coeffi-

FIG. 4. ~a! Waveforms of transglottal pressure, flow rate, and plunger dis-
placement oscillating at a frequency of 100 Hz and amplitude of 0.378 mm
for a mean glottal gap of 1.2 mm.~b! Maximum, mean, and minimum flow
rates of oscillation shown in~a! as a function of transglottal pressure.

FIG. 5. Mean pressure-flow relationships for various glottal amplitudes for
a frequency of 100 Hz. Solid symbols represent data for the smaller glottal
gap group and hollow symbols for larger glottal gap group.

FIG. 6. Mean pressure coefficient as a function of Reynolds number for
various amplitudes for a frequency of 100 Hz, corresponding to the data of
Fig. 5.
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cients. Unlike the steady-flow case, these data points do not
converge into one curve. Although the different amplitudes
separate the data, the amplitude data are similar across the
two glottal gaps; that is, the data for the same amplitude for
the two glottal gaps nearly collapse on the same curve, but
the curves separate out according to amplitude. Thus, the
dimensional display of the data~Fig. 5! separates the data
strongly relative to the gap size~and flow resistance!,
whereas the nondimensional display~Fig. 6! separates the
data more on the basis of amplitude of the oscillation.

D. Frequency effects

The results for varying fundamental frequency~with a
constant amplitude of 0.2 mm! are shown in Fig. 7~a!. As
was suggested in Fig. 5, there is a strong effect due to the
gap. Using the data of Fig. 5 for the amplitude of 0.2 mm
@the amplitude used in Fig. 7~a!#, the following relationship
was found:

dF

dG
5286.1Pt

0.5, ~3!

where the left-hand side is the change in flow per mm gap
change, andPt is the transglottal pressure. Using that finding
to ‘‘correct’’ the data of Fig. 7~a! yields Fig. 7~b!, which
shows that the effect of frequency change is essentially neg-
ligible ~within reasonable experimental error!. This is in
agreement with Mongeauet al. ~1997!. The pressure coeffi-
cient versus Reynolds number for the gap-corrected data,
shown in Fig. 8, converge essentially onto one curve as was
the case for zero-frequency~steady-flow! data.~The uncor-
rected data tend to coalesce into two groups based on the gap
size, having higher-pressure coefficient values for the
1.5-mm gap size.!

E. Strouhal number

The Strouhal number~St! is a nondimensional term that
often can give insight into the unsteadiness of the phenom-
enon being observed, in this case, the oscillation of the hemi-
larynx model. The Strouhal number is defined as

St5
f G

V
, ~4!

wheref is the frequency of oscillation,G is the glottal gap,
and V is the average velocity~volume flow divided by the
cross-sectional area of the glottis!.

The next figures show the Strouhal number for gap and
amplitude with frequency held constant at 100 Hz~Fig. 9!
and for gap and frequency with the amplitude held constant
at 0.2 mm~Fig. 10!. Figure 9 shows a strong separation of
the data between the smaller and larger gap sizes~average of
0.95 and 1.46 mm, respectively!, with higher values of the
Strouhal number for the same pressure coefficient values for
the larger gaps. In addition, the amplitude of oscillation data
separates out better for the smaller gap sizes than for the
larger gap sizes; this suggests that the sensitivity to ampli-
tude is greater for smaller gaps. The larger pressure coeffi-
cient values for larger amplitudes were consistent with the
data of Fig. 6. For the larger gaps of Fig. 9, the data overlap

for lower St values, and begin to separate relative to ampli-
tude at an St value of about 0.004. The sensitivity to both
glottal gap size and amplitude of oscillation is greater in the
pressure coefficient versus Strouhal number data~Fig. 9!
than it is in the pressure coefficient versus Reynolds number
data ~Fig. 6! because the Strouhal number takes the fre-
quency of oscillation into account as well as velocity and
glottal gap. It is noted that the operating range of the Strou-
hal and Reynolds numbers of the mechanical larynx model is
similar to that found in full excised larynges~Alipour,
Scherer, and Patel, 1995!. The range in the present study
starts at lower values than found in Alipouret al. ~1995! due
to the absence of a threshold pressure required for self-
oscillations in excised larynges.

FIG. 7. ~a! Mean pressure-flow relationship for various frequencies for an
amplitude of 0.2 mm. Solid symbols represent data for the smaller glottal
gap group and hollow symbols for larger glottal gap group.~b! Mean
pressure-flow relationship for various frequencies for an amplitude of 0.2
mm. Flow rate has been corrected for the effect of gap size.
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Figure 10 shows the pressure coefficient versus Strouhal
number data for gap and frequency with the amplitude of
oscillation held constant at 0.2 mm. There is an overlap of
data between the smaller and larger gap sizes. However, the
Strouhal number is always larger for the larger gap at the
same pressure coefficient and frequency. The data are well
separated by frequency for the larger gap group. This is less
obvious for the smaller gap group, but most likely would
have also occurred if the size of the gap for the 150-Hz
condition had a gap closer to the values of the other gaps~a
target of 1.0 mm, instead of its value of 1.212 mm!. Again, it
is noted that the pressure coefficient versus Strouhal number
is more sensitive to frequency than its counterpart figure

comparing the pressure coefficient with the Reynolds num-
ber ~Fig. 8!.

IV. DISCUSSION

The vibration of this hemilarynx model is different from
normal phonation in a number of ways. The glottis remains
rectangular through the oscillations, rather than changing
from convergent to divergent; the motion does not include
collision of the vocal fold at the opposite flat plate, and the
motion is driven, rather than flow induced. The results here,
therefore, speak more to the dynamics of the pressure-flow
characteristics of a driven glottal wall. Apparently no other
studies, however, have controlled the oscillation frequency,
amplitude, and transglottal pressure with values similar to
human phonation as this study has. It is expected, therefore,
that this study should yield insights into certain aspects of
the dynamics of glottal aerodynamic behavior, which will
now be discussed.

The dimensional data of Figs. 5 and 7 suggest that the
average glottal gap size strongly affects the flow resistance
~or flow rate given a transglottal pressure drop!, and that a
gap difference of about 0.5 mm~approximately 1.0 to 1.5
mm! yields larger differences in average flow or flow resis-
tance than the variation due to amplitudes up to 0.3 mm or
variation due to frequencies up to 150 Hz.

However, the effects of amplitude of oscillation were not
negligible for the range of values used in this study. Flow
resistance increased by approximately 21% as the amplitude
of motion increased from zero to 0.3-mm amplitude for the
smaller gap group~approximately 1.0-mm gap; Fig. 5!. The
effect of amplitude, however, decreased as the gap became
larger ~to approximately 11% increase!, suggesting that at
large glottal gaps, perhaps in breathy voice, the amplitude of
motion may not have a significant effect on the flow resis-
tance.

FIG. 8. Mean pressure coefficient as a function of Reynolds number for
various frequencies for a glottal gap of 0.2 mm, corresponding to the data of
7~b!.

FIG. 9. Mean pressure coefficient as a function of Strouhal number for
various amplitudes and glottal gaps~frequency held constant at 100 Hz!.

FIG. 10. Mean pressure coefficient as a function of Strouhal number for
various frequencies and glottal gaps~amplitude held constant at 0.2 mm!.
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The nondimensional rendering of the data in Figs. 5 and
7 was given in Figs. 9 and 10. The pressure coefficient was
displayed relative to the Strouhal number for variation in the
amplitude~Fig. 9! and in frequency~Fig. 10!. The separation
of the data in these figures suggests that a greater sensitivity
can be obtained to the amplitude and frequency variations
studied here. Typically, the use of dimensionless variables of
interest follows from a dimensional analysis of the situation
being studied~Streeter, 1973!, and can render a more concise
presentation of the variables as they inter-relate to one an-
other. Such an analysis yielded six dimensionless terms, the
pressure coefficient (P* ), the Strouhal number~St!, the Rey-
nolds number ~Re!, and three distance variables,G*
5G/Lg, whereG is the glottal gap andLg is the longitudi-
nal length of the glottis,T* 5T/Lg, where T is the axial
length of the glottis, andW* 5W/Lg, whereW is the ampli-
tude of motion.

The dimensional analysis resulted in the following em-
pirical equation relating the pressure coefficient to the other
dimensionless terms:

P* 5
10 570St0.5W* T*

Re0.5G*
11.143 ~r 50.934!. ~5!

Figure 11 shows this relation and collapses all of the data
involving amplitude and frequency variation from this study.
The expression defining thex axis values becomes a predic-
tor term for variation in the pressure coefficient values. For
example, it suggests that the pressure coefficient would rise
with an increase in the Strouhal number~that is, with fre-
quency!, amplitude of motion of the glottis, or length of the
axial duct, and would lower with an increase in the Reynolds
number or average glottal gap. The prediction of the mean
pressure drop would be obtained by multiplying both sides of
the equation by 0.5rV2, and solving for values of the vari-

ables making up the complex expression in Eq.~5!. It should
be noted that this expression is for a hemilarynx model with
a vibrating uniform glottal duct, and may differ for other
models of phonation.

V. CONCLUSION

A hemilarynx model of phonation, where the vocal fold
was driven sinusoidally toward and away from a flat plate,
was used to examine mean transglottal pressure and mean
flow characteristics as a function of amplitude and frequency
of motion. The steady-flow results were similar to published
work by others. The flow resistance through the model was
strongly affected by the glottal gap size, being the primary
determinant of resistance change in this study. The flow re-
sistance was more affected by the amplitude of motion of the
vocal fold at smaller glottal gaps. Flow resistance was not
significantly affected by the frequency of oscillation. A di-
mensional analysis of the variables resulted in an empirical
predictive equation that related the transglottal pressure co-
efficients to the other dimensionless terms, which included
the Reynolds number, Strouhal number, and three other
length terms involving the glottal gap, glottal amplitude, and
axial length of the glottis.
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Muscle-based models of the human face produce high quality animation but rely on recorded muscle
activity signals or synthetic muscle signals that are often derived by trial and error. This paper
presents a dynamic inversion of a muscle-based model~Lucero and Munhall, 1999! that permits the
animation to be created from kinematic recordings of facial movements. Using a nonlinear optimizer
~Powell’s algorithm!, the inversion produces a muscle activity set for seven muscles in the lower
face that minimize the root mean square error between kinematic data recorded with OPTOTRAK
and the corresponding nodes of the modeled facial mesh. This inverted muscle activity is then used
to animate the facial model. In three tests of the inversion, strong correlations were observed for
kinematics produced from synthetic muscle activity, for OPTOTRAK kinematics recorded from a
talker for whom the facial model is morphologically adapted and finally for another talker with the
model morphology adapted to a different individual. The correspondence between the animation
kinematics and the three-dimensional OPTOTRAK data are very good and the animation is of high
quality. Because the kinematic to electromyography~EMG! inversion is ill posed, there is no
relation between the actual EMG and the inverted EMG. The overall redundancy of the motor
system means that many different EMG patterns can produce the same kinematic output. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1391240#

PACS numbers: 43.70.Bk, 43.70.Jt, 43.71.Ma@AL #

I. INTRODUCTION

In recent years, there has been considerable commercial
interest in face modeling for producing realistic animation in
the motion picture and computer games industries, as well as
for teleconferencing and multimedia educational purposes
~see Parke and Waters, 1996, for a review!. At the same time
there has also been interest in facial animation as a research
tool. In the study of speech motor control, models that take
into account the geometrical, physiological and biomechani-
cal characteristics of the face and vocal tract permit tests of
the form and complexity of neural control signals~Labois-
sière et al. 1996!. In speech perception research, facial ani-
mation has been used for audiovisual stimulus generation
~e.g., Cohen and Massaro, 1990, 1993!. In this application,
animation provides visual stimulus control that cannot be
achieved with human actors.

Available animation techniques cover a broad spectrum
including key framing, performance animation, physically
based animation, and parametrized geometrical models
~Parke and Waters, 1996!. Each approach involves a trade-off
between computational cost and realism. For example,
simple key framing involves the interpolation between key
poses or postures, and this requires far less computation than
a muscle-based, physical model that includes representations
of the tissue biomechanics and muscle physiology. However,
the physical models may offer greater dynamic realism, be-

cause the biomechanics of skin tissue is simulated. Hence,
subtle deformations and motions of the facial surface may be
more accurately reproduced.

We have been pursuing a muscle approach~e.g., Lucero
and Munhall, 1999! following the work of Waters and Ter-
zopoulos~Terzopoulos and Waters, 1990; Waters and Ter-
zopoulos, 1991!. The model is composed of three compo-
nents that are incorporated in a 3-D rendering of an
individual talker’s morphology.~1! A jaw that is modeled as
a single degree of freedom hinge joint. The jaw is kinemati-
cally controlled from recorded data as in performance ani-
mation.~2! A muscle module that represents a subset of the
facial musculature, including their geometry and physiology.
The muscles are modeled using a standard Hill-type formu-
lation that contains force generation due to the contractile
element~a force depending on muscle length variation and
velocity! and a static dependence of force on muscle length
~Zajac, 1989; Winters, 1990!. ~3! A skin component that rep-
resents multiple layers of soft tissue with a deformable mul-
tilayered mesh.

The model is controlled through activations of the mod-
eled muscles that generate forces deforming the attached
modeled tissue. In a test of this physical modeling, Lucero
and Munhall~1999! drove the animation with recorded intra-
muscular electromyographic~EMG! signals. The animation
produced by these EMG signals was highly realistic and cor-
responded well with 3-D kinematic data recorded from the
talker at the same time as EMG data acquisition~Lucero and
Munhall, 1999!.

a!Electronic mail: mpiter@psyc.queensu.ca
b!Electronic mail: munhallk@psyc.queensu.ca
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While these results are promising, the use of the model
for stimulus generation in audiovisual perception experi-
ments is limited by its reliance on EMG signals. Recording
high quality facial EMG signals requires invasive intramus-
cular techniques and complicated experimental procedures.
Acquiring good signals from all of the many muscles of the
face would be difficult if not impossible. Further, intramus-
cular EMG recordings such as the ones used in Lucero and
Munhall ~1999! are far from perfect measures of the full
muscle activation and force generation. Such problems as
recording noise in the signals, movement artifact, interdigi-
tation of the muscles fibers potentially leading to recordings
from multiple muscles at any single recording site~Blair and
Smith, 1986!, and nonlinearities between EMG and force
generation can potentially corrupt the measured muscle acti-
vation patterns. Thus, in the long run it seems impractical to
depend on recorded EMG signals as the basis for animation
control.

Two alternative control schemes can be considered for
our muscle-based face model. First, a higher-order
command-level ‘‘language’’ could be developed that maps
actions at a task level onto the muscle level~Saltzman,
1979!. There are a number of complexities involved with
accomplishing this and few formal attempts have been made
to do this for speech motor control. Saltzman and Munhall
~1989! proposed a task-level scheme for the control of con-
strictions in a midsagittal vocal tract, however, this was a
purely kinematic model with no mass or physiology modeled
for the articulators. Ostry and his colleagues, on the other
hand, have implemented a version of the equilibrium point
model for the jaw~Laboissière et al., 1996! and the tongue–
jaw complex~Sanguinetiet al., 1998!. In these models, com-
mands at the level of the degrees of freedom of the articula-
tor produce activation patterns across a set of modeled
muscles that result in the desired kinematic patterns. To pro-
duce fluent speech both approaches would require the devel-
opment of an additional level that encodes the sequential
dynamics of articulation. Implementing such a scheme for a
3-D facial model with dozens of muscles, however, would be
a daunting task. A second alternative is to drive the model
kinematically by inverting the motion of a talker’s face and
computing the EMG signal and forces required by the model
to produce this motion. It is this inversion approach that is
the focus of this paper.

In human speech motor control, there is redundancy in
both the articulatory and the neuromuscular systems, which
means that there are many potential motor solutions for a
given intention. This redundancy gives rise to a range of
ill-posed problems for which it is difficult to arrive at unique
solutions. Inversions~kinematic, dynamic, etc.! fall into this
class of ill-posed problems and there is little agreement on
how or whether the nervous system performs these inver-
sions.

For example, Flash~1990! has suggested that a form of
equilibrium control obviates the need for the nervous system
to invert the planned trajectory. On the other hand, there are
a number of proposals in the robotics and motor control lit-
erature for constraining inversions and thus making them
computationally tractable@e.g., use of an objective function

or performance index such as smoothness, use of a hierarchi-
cal control strategy, etc. See Kawato~1996! and Jordan and
Rosenbaum~1989! for reviews#.

In animation work, several kinematic-to-muscle inver-
sions have been tested. For example, a static inversion was
implemented in Terzopoulos and Waters~1993! to estimate
muscle activity from single video frames. Energy minimizing
splines~snakes; Kasset al., 1987! were used to track features
of the face, then muscle activity corresponding to the facial
contours tracked by the snakes was found. Although the
method produced interesting results, the snake technique was
essentially a static mapping between facial configurations in
a single frame and a muscle activation equilibrium that could
produce that configuration. Further, it relied on facial contour
detection, which is noisy and may not optimally parametrize
the face~see the discussion!. Morishimaet al. ~1998! used a
neural network approach to compute the correspondence be-
tween static expressions~speech and emotion! measured by
optical flow or optically tracked markers attached to the face.
As in Terzopoulos and Waters~1993! the inverted EMG was
used to drive a physical model.

The approaches taken by both Morishimaet al. ~1998!
and Terzopoulos and Waters~1993! share common chal-
lenges. The head motion and 3-D kinematics of the face are
only approximately corrected for. This can lead to aberrant
face movements stemming from head motion accounted for
face movements and from inaccurate input used in the inver-
sion. Further, both approaches do not take advantage of the
inherent dynamics of facial motion. A more comprehensive
approach to mapping muscle activity to kinematics has been
carried out by researchers at ATR Laboratories~Kyoto, Ja-
pan; e.g., Yehiaet al., 1998; Kuratateet al., 1999!.

As part of a general research program to study the rela-
tion between various correlates of speech production~acous-
tic, EMG, facial kinematics, head motion!, the linear and
nonlinear mappings between pairs of variables have been
studied~Kuratateet al., 1999!. The estimation of 3-D facial
motion components from EMG was good for both linear and
nonlinear approaches, although the stability of the nonlinear
approach over time was an issue. In addition, the animation
model driven by these mappings was purely statistical and
contained no physiological constraints.

Our approach shares the physical modeling of Terzopou-
los and Waters~1993! and Morishimaet al. ~1998! and uses
precise 3-D tracking of the face and head, as in work by the
ATR group. In comparison to Morishimaet al. ~1998!, our
approach uses a classical nonlinear optimizer that does not
need a training phase. In addition, our approach is truly a
dynamic inversion and is thus constrained by motions and
forces generated in the model over time. Our aim in the
present research is to create realistic animation based on 3-D
kinematic recordings. The use of muscle-based animation is
preferred for its realism, however, this choice necessitates
EMG signals as input. The current inversion permits the cre-
ation of naturalistic animation sequences from a non invasive
kinematic recording procedure.
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We present in this article a dynamic inversion based on a
classical nonlinear optimizer called Powell’s algorithm
~Presset al., 1992, Sec. 10.5!. The optimizer looks for a set
of modeled muscle activities minimizing the Euclidean dis-
tance between three-dimensional positions of markers at-
tached to a talker’s face and the corresponding nodes of the
face model. Three experiments were carried out to evaluate
the inversion. The goal of the first experiment was to test the
model with controlled synthetic data. The modeled muscles
were activated by a sawtooth EMG signal, then the resulting
face movements were used to estimate a new set of muscle
activities by means of the inversion. Standard Pearson corre-
lations between inverted and synthetic muscle activity were
analyzed. The inverted muscle activity was thereafter used to
synthesize a second set of face movements, and the two ani-
mations were compared by means of correlation analyses.
Our purpose for the second experiment was to test the inver-
sion on real speech production. EMG and facial kinematic
data from Lucero and Munhall~1999! were used. OP-
TOTRAK markers on a talker’s face and EMG data were
simultaneously collected while the talker produced an En-
glish sentence; the OPTOTRAK is an electronic movement
tracking device, its stated 3-D resolution at 2.5 m distance is
0.01 mm~Vatikiotis-Batesonet al., 1993!. The motion mea-
sured by this tracking system was used in the inversion~es-
timate inverted muscle activity!, and standard Pearson corre-
lations between the recorded EMG and inverted muscle
activity were computed. An animation was produced from
the inverted muscle activity, and the motions of the
OPTOTRAK markers and the corresponding nodes of the
face model were compared by means of correlation analyses.
A third experiment was carried out to test if the face model
could be driven by a different talker’s face motion without
any face morphology model adaptation other than a global
head-size scaling. The kinematics of OPTOTRAK markers
attached to a new talker’s face were tracked over time during
syllable production. An inversion was carried out from the
OPTOTRAK marker motions, and animation was produced
from the inverted muscle activity. The correlations between
the motions of the OPTOTRAK markers and the correspond-
ing nodes of the face model were analyzed. Finally, the root
mean square~rms! distance between the OPTOTRAK mark-
ers and corresponding nodes of the model was compared to
the standard deviation of node positions around their mean
position.

II. METHOD

A. The model

As noted above, the facial tissue is modeled as a multi-
layered mesh with isotropic mechanical characteristics. The
nodes in the mesh are point masses, and each segment con-
necting a pair of nodes is a damped spring. The nodes are
arranged in three layers representing the structure of facial
tissues. The top layer corresponds to the epidermis, the
middle layer represents the fascia, and the bottom layer mod-
els the skull surface. The elements between the top and
middle layers represent the dermal-fatty tissues, and the ele-
ments between the middle and bottom layer represent the

muscle tissues. The skull nodes are fixed in the three-
dimensional space. A piecewise linear, biphasic approxima-
tion is used for the dermalfatty spring force elongation, and a
linear approximation is used for all other spring force elon-
gation. A nonlinear approximation is used for spring force
compression to provide an infinite growth of the force as a
spring length tends to zero. Figure 1~a! shows the mesh
adapted to a talker’s morphology and indicates the lines of
action of the muscles. Figure 1~b! shows the superimposed
texture map for the talker.

The generation of muscle force was computed by using
rectified and integrated EMG as a measure of activity. A
graded force development of the muscle forceM was simu-

FIG. 1. ~a! The epidermal mesh in black thin lines and the lines of action of
the muscles in gray thick lines.~b! The superimposed texture map. The face
model was adapted to the same speaker for both parts of the figure.
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lated by a second-order low-pass filtering of this EMG sig-
nal, according to the equation

t2M̈12tṀ1M5M̄ , ~1!

wheret515 ms andM̄ is the integrated EMG~Laboissière
et al., 1996!. We will usefiltered EMGto refer to the filtered,
rectified, and integrated EMG in the rest of the article.

The equation of motion of each nodei of the model had
the general expression~Terzopoulos and Waters, 1990; Lee
et al., 1995; Lucero and Munhall, 1999!:

m
d2xi

dt2
1r(

j
S dxi

dt
2

dxj

dt D1(
j

gi j 1(
e

qi
e1si1hi5Fi ,

~2!

wherexi was the current position of nodei, m was the node
mass equal to 0.000 23 kg for all nodes, the second term was
the total damping force acting on the nodei ~xj represented
the nodes connected to nodei andr was a constant equal to
0.050 kg/s!, gi j was the spring force applied by nodej on
node i, the fourth term modeled the skin incompressibility
~qi

e represented the triangular prism elements containing
node i!, the fifth termsi was the skull reaction to the force
applied by the fascia nodes, the sixth termhi was a nodal
restoration force applied to the fascia nodes connected to the
skull, Fi was the total muscle force applied to nodei.

B. Physiological measurements and model commands

The common characteristics of the three experiments are
described here while the unique aspects of the experiments
will be outlined in separate sections.

The face model had been adapted to a single subject’s
morphology for Lucero and Munhall~1999! using data from
a Cyberware laser scanner~Lee et al., 1993, 1995!. This
morphology was used in our three experiments in order to
ease the comparison between results and in order to use the
physiological data collected for Lucero and Munhall~1999!.

In order to use EMG data collected for Lucero and Mu-
nhall ~1999!, and in order to compare the results of our three
experiments, the face model was also controlled in the
present work in the same manner as in Lucero and Munhall
~1999!. The model was symmetrically controlled by eight
pairs of muscles, one muscle of each pair on each side of the
face. They were the levator labii superior, levator anguli oris,
zygomatic major, depressor anguli oris, depressor labii infe-
rior, mentalis, orbicularis oris superior, and orbicularis oris
inferior. The pair levator anguli oris/zygomatic major could
not be reliably distinguished for the EMG measurements,
hence these muscles were driven in the model by the same
activation. This left seven degrees of freedom in the control
space. The black circles of Fig. 2 show the approximate po-
sitions of the seven EMG electrode insertion points.

The sampling rate of the OPTOTRAK data used in Ex-
periments 2 and 3 was 60 Hz. The facial movement data in
both experiments were corrected for motion of the head by
transforming the data to a coordinate system in which the
origin is the incisor cusp and the horizontal and protrusion

axes lie along the bite surface~Ramsayet al., 1996!. The
number of markers and their positions on the talkers’ faces
were not the same for all experiments, and they will be de-
scribed in the following individual methods.

C. Inversion technique

The principle of the inversion is to continuously update
the muscle activity to produce a face movement following a
given face trajectory. To follow the face trajectory, the inver-
sion minimizes the Euclidean distance between OPTOTRAK
markers and the corresponding nodes of the model. Given
the mass positions and velocities and given the muscle activ-
ity that brought the face model into a state corresponding to
a frame, the inversion finds a new muscle activity for which
the solution of the differential equation~2! brings the masses
in one 1/60th of second to the position corresponding to the
next frame. All calculations are based on the physics of the
model, including the node masses, velocities, and muscle
forces. As a consequence, modeled skin inertia partly deter-
mines how muscle activity has to be modified to bring the
face model from one position to the next one. This is funda-
mentally different from inversion techniques matching each
OPTOTRAK position to a facial expression at equilibrium.
Our inversion is a truly dynamic inversion matching the dy-
namics of the face model to a kinematic pattern.

As in all nonlinear iterative algorithms, the inversion
needs a starting set of values for the muscle activity for each
frame, then updates the set until convergence is achieved.
The muscle activity estimated for a frame was used as the
seed of the next one. The resting position~no muscle activ-
ity! was always used as the seed of the first frame. When the
inversion had been carried out for all frames, the inverted
muscle activity was used to generate an animation.

FIG. 2. Positions of OPTOTRAK markers~crosses!, EMG electrode inser-
tion points~filled circle!, and face model nodes~triangle!.
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A conventional nonlinear optimizer minimizing a cost
function was selected to implement the inversion. The cost
function E was the sum of the squares of the Euclidean dis-
tances between the OPTOTRAK markers and the corre-
sponding face model nodes:

E5(
i 51

N

umi2ni u2, ~3!

where mi and ni are the 3-D positions of thei th
OPTOTRAK marker and face model node, respectively,N is
the number of nodes used in the inversion, andu u2 is the
vectorial magnitude square operator, i.e., the sum of the
squares of each coordinate of the vector. The optimizer mini-
mizing the cost function was Powell’s algorithm~Presset al.,
1992, Sec. 10.5! The algorithm searched a set of seven spe-
cial orthogonal directions in the seven-dimensional control
parameter space driving 16 muscles. The constraint in the
selection of those directions was that a minimization along
each of them would not influence the minimizations carried
out along the six other directions. As a consequence, once
the set had been found a simple one-dimensional minimiza-
tion algorithm could be used sequentially along each direc-
tion.

The inversion could produce different muscle activity
patterns, depending on the initial conditions. Constraints may
be added to the inversion to limit the number of solutions. In
all analyses, the inversion was carried out without con-
straints; then with the constraint that the inverted filtered
EMG values had to be positive. The new positive constraint
cost functionE8 was redefined in the second case by

E85H S i 51
N umi2ni u2, if all filtered EMG.0,

106~11uSEMG0u!, if at least one filtered EMG,0,
~4!

where mi and ni are the 3-D positions of thei th
OPTOTRAK marker and face model node, respectively,N is
the number of nodes used in the inversion, and EMG0 is the
set of negative muscle activity levels. The constraint that all
filtered EMG had to be greater than zero will be called the
positive constraintin the rest of this article.

For all inversions,AE/N and AE8/N were calculated
over time to estimate for each frame the rms of the distances
between the OPTOTRAK markers and their corresponding
nodes.

To compare the 3-D time series of the OPTOTRAK
markers and of the face model nodes, we generalized a few
1-D statistical features to three dimensions. The mean posi-
tion of a 3-D node trajectoryv composed ofn samples
(xi ,yi ,zi) was its centroid, i.e., a pointmv for which each
coordinate was the arithmetic mean of the corresponding co-
ordinate values of all samples of the time series:

mv5S 1

n (
i 51

n
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1

n (
i 51

n
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1

n (
i 51

n

zi D . ~5!

The standard deviationsv of a 3-D node trajectoryv was
estimated by

sv5A 1

n21 (
i 51

n

uv i2mvu2, ~6!

where u u2 is the vectorial square magnitude operator. The
3-D correlationrvw between two node trajectoriesv and w
composed ofn samplesv i andn sampleswi was

rvw5
1/n S i 51

n v i•wi2mv•mw

svsw
, ~7!

wherev1•v2 is the dot product between vectorsv1 andv2 .
Like a 1-D correlation,rvw always belongs to interval
@21, 1#.

III. EXPERIMENT 1

Two spaces are involved in our inversion: the kinematic
space and the muscle activity space. The purpose of the first
experiment was to analyze how consistently we could go and
come back from one space to the other. We therefore worked
with synthetic data.

A. Method

The 16 selected muscles were synchronously activated
by a wave of triangles composed of the sequence~0, 1/6, 2/6,
3/6, 4/6, 5/6, 6/6, 5/6, 4/6, 3/6, 2/6, 1/6! repeated 3 times to
create a 36-sample time series made of 3 identical triangular
shapes. Then the same 11 nodes used in Lucero and Munhall
~1999! were tracked over time. Their approximate positions
are shown by the 11 crosses of Fig. 2. The 3-D time series of
those 11 nodes were used to carry out the dynamic inversion.
Then, standard Pearson correlations between the original and
inverted muscle activity were calculated to compare the
original and inverted EMG patterns.

Next, the inverted muscle activity was used to calculate
a new animation. The 3-D standard Pearson correlations be-
tween the 11 nodes tracked during the first and the second
animation were computed by means of Eq.~7! to compare
the two kinematics.

Finally, we also calculated 3-D standard correlations be-
tween the two animations for eight nodes that were not used
in the inversion. Their approximate positions are shown by
the white triangles in Fig. 2. The correlation indicate how
accurately a face movement can be reproduced using con-
trolled simulated signals.

B. Results and discussion

Table I presents standard Pearson correlations between
synthetic and inverted muscle activity. The first line of the
table shows that the two types of muscle activity were poorly
correlated. Only three standard Pearson correlations out of
seven were significantly different from zero. This means that
we cannot loop with forward calculations and inversion and
find the same muscle activity. The second line of the same
table shows that adding the positive constraint did not
change fundamentally the results. A one-way analysis of
variance of the correlations using the constraint as the factor
was not significant at the 0.05 level@F(1,12)50.012; p
50.913#, i.e., no significant difference in average correlation
was found whether the positive constraint was used or not.
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Table II shows 3-D correlations@Eq. ~7!# between ani-
mation mesh node movements resulting from synthetic
muscle activations and node movements resulting from in-
verted muscle activations. The top half of the table shows
correlations for the 11 nodes used in the inversion, the bot-
tom half of the table contains the results for eight nodes
unused in the inversion. The correlations were always greater
than 0.7 in all but one case out of 38, greater than 0.8 in 33
cases out of 38, and greater than 0.9 in 16 cases out of 38.
This shows a very good match between the two animations.

To analyze if the movements of the nodes used in the
inversion were better reconstructed than the movements of
the other nodes, and to test whether using the positive con-
straint in the inversion led to different results, a two-way
analysis of variance was carried out. The two factors were
‘‘node used or unused in the inversion’’ and ‘‘positive con-
straint used or not in the inversion.’’ The two factors and
their interaction were not significant@F(1,34)52.57, p
50.118 for the node factor;F(1,34)51.13,p50.296 for the
constraint factor; andF(1,34)50.053,p50.820 for the in-
teraction#. This demonstrates that the movements of parts of
the face that were not used in the inversion were as well
reconstructed as those used in the inversion.

The 11 nodes used for the inversion belonged to the
right-hand side of the face model. The eight nodes used to
test the face reconstruction belonged to the other side. De-
spite symmetric control of the face muscles, the animations
were slightly asymmetric because the talker’s face and the
adapted mesh were asymmetric. The kinematics of the left
half of the face were, nevertheless, as well reproduced as the
kinematics of the right half of the face, even though the left
half was not used in the inversion. This is an important result
since it suggests that the physiological constraints of the
model are accurately mimicking facial tissue dynamics.

Table III summarizes the distribution of the rms distance
between the OPTOTRAK markers and the corresponding

nodes for the stimuli used in the three experiments. The data
give an indication of the average error made by the method
reconstructing a node position. For each node time series, the
table presents its minimum, its first quartile, its median, its
third quartile, and its maximum. The 3-D standard deviation
of each node trajectory was computed by means of Eq.~6!.
The last column of Table III contains the double of the rms
of the standard deviations of the nodes used in the inversion
for each stimulus, i.e., the nodes used to compute the other
columns of the table. This is an estimate of the average
movement amplitude of the nodes. This can be compared to
the average error made by the method reconstructing a node
movement.

The top part of Table III shows that the rms distance
between the OPTOTRAK markers and the corresponding
nodes of the face model was small for the synthetic stimuli.
The rms distance was generally close to 0.3 mm and never
reached 0.5 or 0.7 mm during the whole simulation when no
constraints were used or when the positive constraint was
added to the inversion, respectively. As can be seen, the re-
construction error was always smaller than the average
movement amplitude of the nodes for the synthetic data.

To summarize the results so far, carrying out an
inversion without constraints will not lead to the original
set of muscle activities because many possible muscle
activity patterns can lead to the same kinematics. Adding
the positive constraint does not lead to the original EMG
dataset either. Conversely, a face movement generated
by the model can easily be reproduced by means of our
‘‘inversion-resynthesis’’ method when data for only a small
set of nodes are available~e.g., a set of 11 nodes covering
only half of the face!. The next question is ‘‘Would it be
possible to replicate face movements produced by a real
talker?’’

TABLE I. Correlations between synthetic and inverted muscle activity. The column labels ‘‘DAO’’ to ‘‘OOS’’ stand for Depressor Anguli Oris, Depressor
Labii inferior, Levator Anguli Oris/zygomatic major, Levator Labii superior, Mentalis, Orbicularis Oris Inferior, and Orbicularis Oris Superior. The row labels
‘‘No const.’’ and ‘‘EMG.0’’ mean that no constraints or the positive one were used in the inversion, respectively. The correlations printed in bold were
significantly different from 0 at 0.05 level according to a two-tail standard Pearson sample correlation test with 34 degrees of freedom.

DAO DL LAO LL M OOI OOS

No const. 0.28 0.43 20.02 0.14 0.38 0.65 0.14
EMG.0 0.34 0.46 20.18 0.34 0.41 0.54 0.19

TABLE II. The 3-D correlations@Eq. ~7!# between node movements resulting from synthetic and inverted modeled muscle activity. The approximate positions
of the nodes on the face can be seen in Fig. 2. The row labels ‘‘No const.’’ and ‘‘EMG.0’’ stand for ‘‘No constraints used in the inversion’’ and ‘‘positive
constraint used in the inversion.’’

Nodes used in the inversion

Node # 1 2 3 4 5 6 7 8 9 10 11
No const. 0.92 0.90 0.95 0.87 0.88 0.92 0.93 0.84 0.91 0.82 0.90
EMG.0 0.92 0.87 0.95 0.88 0.89 0.93 0.92 0.61 0.90 0.75 0.89

Nodes unused in the inversion

Node # 12 13 14 15 16 17 18 19
No const. 0.84 0.73 0.85 0.87 0.81 0.91 0.93 0.87
EMG.0 0.87 0.82 0.83 0.85 0.76 0.90 0.90 0.74
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IV. EXPERIMENT 2

The second step in our series of experiments was to test
the method using recorded data. We had two goals in mind
with this experiment. First, we wanted to know if recorded
EMG data could be estimated from facial kinematics using
the dynamic inversion. Second, we wanted to know how
accurately the OPTOTRAK marker kinematics could be re-
produced after an inversion-synthesis operation.

A. Method

EMG and OPTOTRAK data collected for Lucero and
Munhall ~1999! were used in this test. A native American
English talker produced the sentence ‘‘Where are you go-
ing?’’ Muscle activity from the left part of the talker’s face
and 3-D positions of 11 OPTOTRAK markers attached on
the right side of the talker’s face were recorded simulta-
neously along with the speech signal. The black spots and
the black crosses of Fig. 2 show the approximate positions of
the 7 EMG electrode insertion points and of the 11
OPTOTRAK markers, respectively.

The OPTOTRAK data were used to carry out a dynamic
inversion, and the standard Pearson correlations between the
inverted muscle activity and the EMG data were calculated.
Next, the inverted muscle activity was used to synthesize a
new animation, and the 3-D standard Pearson correlations
between the OPTOTRAK marker positions and the corre-
sponding nodes of the face model were calculated by means
of Eq. ~7!.

B. Results and discussion

Table IV shows correlations between EMG measure-
ments and muscle activity inverted from OPTOTRAK data.
None of these correlations were significantly different from
zero at the 0.05 level according to a two-tail standard Pear-
son sample correlation test, even though the degrees of free-
dom were relatively large~133!. This confirms that the in-
version with or without the positive constraint could not be
used to determine which muscle activity pattern lay behind
the face movements.

Table V presents 3-D correlations@Eq. ~7!# between the
11 OPTOTRAK markers and the corresponding node move-
ments of the face model. As in the first experiment, the 3-D
correlations were high, except for nodes 2 and 8~upper lip!
when the positive constraint was used in the inversion. A
one-way~positive or no constraints in the inversion! analysis
of variance of the 3-D correlations showed that the differ-
ence was not significant at the 0.05 level@F(1,20)51.62;
p50.217#.

Synthetic facial movements such as those in the first
experiment might be more accurately reproduced than natu-
ral movements of a human talker. Possible recording errors
in the real kinematics, movement limitations in the model, or
differences in the power spectra in the model and face could
all contribute to lower correlations between the resynthesized
recorded movements and the actual kinematics. In the syn-
thetic facial movements, the motions are obviously realizable
by the model, but real articulation may not be to the same

TABLE IV. Correlations between EMG measurements and muscle activity estimated from OPTOTRAK data. The column labels ‘‘DAO’’ to ‘‘OOS’’ stand for
Depressor Anguli Oris, Depressor Labii inferior, Levator Anguli Oris/zygomatic major, Levator Labii superior, Mentalis, Orbicularis Oris Inferior, and
Orbicularis Oris Superior. The insertion points of the electrode used to measure the EMG data can be seen in Fig. 2. The row labels ‘‘No const.’’ and
‘‘EMG .0’’ mean that no constraints or the positive one were used in the inversion, respectively.

DAO DL LAO LL M OOI OOS

No const. 20.06 20.16 20.06 0.11 20.01 20.04 20.04
EMG.0 0.08 20.11 20.03 0.08 20.07 0.04 0.03

TABLE III. A summary of the distribution functions of the rms Euclidean distances between the OPTOTRAK markers and the corresponding node positions
for all stimuli used in the experiments. The last column of the table also contains an estimate of the average movement amplitude of the nodes. This was
estimated by the double of the rms of the 3-D standard deviation@Eq. ~6!# of the node trajectories. This must be compared to the ‘‘Median’’ column of the
table. The results are given in mm. The top part of the table is related to the synthetic stimuli of the first experiment, the middle part to the natural sentence
‘‘Where are you going?’’ of the second experiment, and the bottom part to the four monosyllables used in the third experiment. The column labels ‘‘Min.’’ to
‘‘Mov.’’ stand for ‘‘Minimum,’’ ‘‘First Quartile,’’ ‘‘Median,’’ ‘‘Third Quartile,’’ ‘‘Maximum,’’ and ‘‘Movement mean.’’ The row labels ‘‘No const.’’ and
‘‘EMG .0’’ mean that no constraints or the positive one were used in the inversion, respectively.

Min. 1st quantile Median 3rd quantile Max. Mov.

Synthetic data
No const. 0.079 0.213 0.293 0.347 0.490 2.024
EMG.0 0.131 0.262 0.339 0.456 0.663 2.024

Measurements with face adaptation
No const. 0.034 0.753 1.126 1.714 2.289 5.748
EMG.0 0.035 0.903 1.867 2.643 4.020 5.748

Measurements without face adaptation
@bæb# 0.008 0.569 0.922 1.712 3.176 6.580
@b}b# 0.008 0.462 0.747 1.409 2.466 4.876
@dæd# 0.008 0.523 0.933 1.734 2.658 6.060
@d}d# 0.008 0.453 0.772 1.601 2.664 5.784
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extent. To examine this issue, we compared the 3-D correla-
tions of Tables II and V for the nodes numbered from 1 to 11.
Those nodes were the same in both experiments. A two-way
~‘‘synthetic versus OPTOTRAK data’’ and ‘‘positive con-
straint versus no constraints’’ analysis of variance of the cor-
relations did not reveal any significant difference at the 0.05
level @F(1,40)53.99, p50.053 for ‘‘synthetic versus
OPTOTRAK data;’’ F(1,40)52.20, p50.146 for ‘‘con-
straint presence;’’ andF(1,40)50.886,p50.352 for the in-
teraction#. This suggests that replicating a natural face move-
ment with the face model using real OPTOTRAK
measurements may be as precise as replicating a face move-
ment originally produced by the face model.

To summarize, the results showed that the OPTOTRAK
kinematics could be recovered by the inversion-synthesis
procedure with very good accuracy. EMG measurements,
however, could not be recovered from OPTOTRAK mea-
surements by means of the inversion.

V. EXPERIMENT 3

For practical reasons~e.g., not all laboratories have ac-
cess to a laser range finder such as Cyberware! and theoret-
ical concerns~the study of facial motion independent of mor-
phology!, we wanted to invert the facial motion of one talker
and animate the morphology of another talker. To be practi-
cal, the adaptation of the talker’s morphology to the face
model had to be simple and achievable with a 2-D image. In
this test, we simply aligned key features of the face and
model, and linearly scaled the model to thex, y, and z di-
mensions of the talker. To be theoretically interesting, the
animation must preserve the talker’s 3-D kinematics on the
new facial morphology. This is tested with correlation analy-
sis and estimation error analysis.

A. Method

A native Canadian English talker produced the monosyl-
lables /bæb/, /b}b/, /dæd/, and /d}d/. He was asked to begin
each utterance from the same closed mouth initial position.
The 3-D positions of 22 OPTOTRAK markers were recorded
during his speech production@Fig. 3~a!#.

To determine to which node of the face model each
OPTOTRAK marker corresponded, a picture of the surface
layer of the mesh and a picture of the talker were overlaid in
Photoshop~Adobe, San Jose, CA!. The width and height of
the mesh picture were manually adjusted to obtain a good
match between the talker’s face and mesh@Fig. 3~b!#. The
closest node to the center of each OPTOTRAK marker was
then selected for use in the inversion. The dots superimposed
on the mesh of Fig. 3~c! show the selected nodes.

For each stimulus, the face model was roughly adapted
to the dimensions of the talker’s head at the stimulus begin-

ning. The difference in position (dox ,doy ,doz) between two
OPTOTRAK markers was computed for the first frame of
the stimulus, i.e., in the resting position of the talker. The
same two OPTOTRAK markers were used for all adaptations
@see the ‘* ’ signs in Fig. 3~c! showing the corresponding
model nodes#. They were manually selected only on the basis
of having a large distance between them for each dimension.
The difference (dnx ,dny ,dnz) between the two correspond-
ing model nodes was calculated for the model in its resting
position. For each dimension, the OPTOTRAK data was res-
caled by the ratio between node and marker distance, e.g.,
dnx /dox . Each dimension was thereby linearly rescaled by a
different factor. Finally, the coordinate system of each
OPTOTRAK marker was shifted to match its position with
the corresponding model node’s for the resting position.

FIG. 3. ~a! The talker in Experiment 3 with the 22 OPTOTRAK markers
attached to his face.~b! Overlay of the talker’s image and the mesh. The
height and width of the mesh were manually adjusted to match the talker’s
head size.~c! The 22 nodes of the mesh selected to match the OPTOTRAK
marker positions on the talker’s face. The two ‘* ’ signs ~17 and 21! were
used to automatically adapt the mesh size to the talker’s head size. The four
squares~4, 6, 14, and 20! were not used in the inversion of Experiment 3,
but were used to test the accuracy of the inversion-synthesis operation.

TABLE V. The 3-D correlations@Eq. ~7!# between 11 OPTOTRAK marker trajectories and the corresponding node movements of the face model resulting
from inverted EMG for the sentence ‘‘Where are you going?’’ The approximate positions of the nodes can be seen in Fig. 2.

1 2 3 4 5 6 7 8 9 10 11

No const. 0.93 0.72 0.96 0.95 0.95 0.95 0.91 0.78 0.67 0.61 0.78
EMG.0 0.89 20.13 0.92 0.87 0.92 0.86 0.80 0.50 0.61 0.78 0.80
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Four OPTOTRAK markers@squares in Fig. 3~c!# were
omitted from the inversion to serve as test data. The inver-
sion was thereby carried out using the 3-D time series of 18
OPTOTRAK markers. Subsequently, an animation was pro-
duced from the inverted muscle activity. The 3-D standard
Pearson correlations between OPTOTRAK marker measure-
ments and face model movements were calculated by means
of Eq. ~7!.

B. Results

The inversion process always diverged when no con-
straints were added. Several negative muscle activities were
selected by the algorithm, then the method increased the ab-
solute values of the negative levels of activity~they became
more negative over time! until the cost function increased to
an unacceptable level. As a consequence, only the results
produced by the inversion using the positive constraint will
be presented.

Table VI shows the 3-D correlations between the 22
OPTOTRAK markers and the corresponding node trajecto-
ries. All reconstructed node movements were highly corre-
lated to the OPTOTRAK marker movements, with the ex-
ception of node 5~the upper lip center!. Note that the four
nodes that were not used in the inversion~nodes 4, 6, 14, and
20! were also well correlated to their corresponding
OPTOTRAK markers. The lower correlation for node 20 is
likely related to its small movement amplitude. The average
movement amplitude of that node was 1.204 mm, which was
small in comparison to the average movement amplitude es-
timated across the whole face~see last column of Table III!.
Hence, the impact of node 20 on the animation was low.

To assess if the kinematics of the 18 nodes used in the
inversion was more strongly related to the OPTOTRAK
markers than the four reserved nodes, a two-way analysis of
variance of the correlations was carried out. The two factors
were ‘‘node used versus unused in the inversion’’ and
‘‘stimulus’’ ~@bæb#, @b}b#, @dæd#, or @d}d#!. The null hypoth-
esis was rejected at the 0.05 level in all cases@F(1,80)
51.89, p50.173 for ‘‘used versus unused;’’F(3,30)
50.140, p50.936 for the stimulus andF(3,80)50.006, p
50.999 for the interaction#. Thus, the reconstructed node
movements were equally correlated for the four stimuli and
the nodes unused in the inversion were as well correlated to
the OPTOTRAK marker movements as the other nodes. This

confirms the important results of the first experiment, sug-
gesting that the whole facial surface can be synthesized from
a sampling of position data.

In addition to the correlation analysis, the spatial error
was estimated. As can be seen in the lower part of Table III,
the rms distance between a node and the corresponding
OPTOTRAK markers was usually smaller than 1 mm and
always stayed below 3.2 mm. This indicates that the modeled
movements were close to the real ones.

In this experiment, the morphology of the face model
was not adapted to the talker’s, unlike the previous experi-
ments. In other words, one modeled face was driven by
movements of another face. A one-way analysis of variance
comparing the 22 correlations of the previous experiment
~Table V! to the 88 correlations of the present experiment
~Table VI! did not reveal any significant difference at the
0.05 level @F(1,108)50.923; p50.339#. Table III also
shows that the rms distance between the OPTOTRAK mark-
ers and the corresponding nodes were not worse for the un-
adapted model than the adapted one.

VI. GENERAL DISCUSSION

In a series of tests, a dynamic inversion of facial kine-
matics has been successfully demonstrated. Using 3-D
marker data as input, the inversion minimized the error be-
tween the model behavior and the recorded kinematics by
varying activity in the modeled muscles of a physically
based model of the face. Successful inversion-synthesis was
demonstrated for synthetic model data, for EMG and kine-
matic data using a morphologically adapted animation
model, and finally using kinematic data collected for a dif-
ferent subject than the facial model was morphologically
adapted to. These accurate animations were achieved without
reproducing the original EMG patterns. There was no corre-
lation between the inverted and recorded EMG.

This inversion is important for use in perceptual re-
search for a number of reasons. As demonstrated here, natu-
ralistic animations can be produced by the approach and the
facial kinematics in the animations are well characterized
since they derive from actual kinematic data. As we have
suggested before~e.g., Munhall and Tohkura, 1998!, one of
the current weaknesses in audiovisual speech research is that
the visual stimuli are often poorly controlled and not well
described. Since the animations in the present approach are

TABLE VI. The 3-D correlations between OPTOTRAK markers and corresponding node movements for syllables@bæb#, @b}b#, @dæd#, and @d}d#. The
approximate positions of the nodes can be seen in Fig. 3~c!. The columns corresponding to the nodes numbered 4, 6, 14, and 20 are printed in bold because
those nodes were not used in the dynamic inversion.

Node # 1 2 3 4 5 6 7 8 9 10 11
@bæb# 0.70 0.94 0.93 0.78 0.41 0.89 0.87 0.94 0.90 0.90 0.89
@b}b# 0.66 0.93 0.92 0.75 0.35 0.88 0.87 0.89 0.86 0.86 0.87
@dæd# 0.66 0.96 0.97 0.81 20.07 0.82 0.77 0.95 0.92 0.93 0.93
@d}d# 0.62 0.96 0.96 0.77 0.02 0.85 0.76 0.94 0.93 0.92 0.93

Node # 12 13 14 15 16 17 18 19 20 21 22
@bæb# 0.87 0.81 0.88 0.94 0.95 0.86 0.79 0.87 0.57 0.81 0.90
@b}b# 0.79 0.82 0.85 0.94 0.93 0.80 0.73 0.84 0.53 0.66 0.92
@dæd# 0.83 0.79 0.75 0.97 0.93 0.91 0.85 0.82 0.66 0.88 0.89
@d}d# 0.83 0.74 0.72 0.97 0.92 0.92 0.84 0.83 0.67 0.93 0.89
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produced from kinematic data, a variety of experimental ma-
nipulations are feasible. Head motion and face motion are
separated as part of the standard data processing and can be
independently controlled in the animation~cf. Kuratateet al.,
1999!. In addition, scalar manipulation of the kinematic am-
plitudes or time scales require only trivial manipulations of
the kinematics prior to inversion. Finally, the ability to use
the motions of one individual to drive the facial features of
another individual permits a range of studies of identity and
speech processing~cf. Nygaard and Pisoni, 1998!.

When considered as a model of speech production, the
inversion serves as a reminder of the computational com-
plexity of motor control. Many muscle activity patterns can
produce similar face movements, and the recorded EMG
could not be estimated by means of our inversion procedure
in its present state. This is not a surprising finding since, as
noted above, the kinematic inversion is a mathematically ill-
formed problem. To data, we have not explored the kinds of
constraints that might make the problem tractable. Reducing
the degrees of freedom~e.g., muscle synergy! and applying
various cost functions~e.g., minimum jerk! are common sug-
gestions in the motor control literature and these possibilities
warrant further exploration in the context of this model.

One of the striking findings from the inversion was that
the kinematics of markers that did not contribute to the in-
version solution were reproduced as accurately as the marker
data that served as input to the inversion. This suggests that
the animation is spatially and temporally correct across a
broad surface of the face, even when those regions of the
face were not directly sampled in the inversion process. This
behavior of the model is essential for its use in audiovisual
perception research. A number of studies have indicated that
when more of the face is shown, intelligibility increases
~e.g., Le Goffet al., 1997!. Further, statistical studies of the
relationship between facial kinematics and acoustics
~Vatikiotis-Batesonet al., 1996! have shown that even small
motions on the periphery of the face contribute independent
information about the acoustics.

In spite of its success, there are a number of issues about
the inversion that will need to be the focus of ongoing re-
search. The inversion constraint that was implemented~posi-
tive constraint! had little effect on the overall movement fit
nor any effect on the correspondence of the inverted EMG to
the synthetic or recorded EMG. However, as shown in Ex-
periment 3, this constraint can be important in enabling the
algorithm to reach a minimum. While the positive constraint
is physiologically plausible, and perhaps more stable, there
was evidence that the animation in some small regions of the
face might be aided by negative EMG and the lengthening of
the muscles that accompanies this signal. In the current lip
muscle configuration, a protrusion of the most central upper
lip node seems to have been reproduced better in the pres-
ence of negative EMG~see Tables II and V!. At present, it is
not clear whether modifications to the lip muscle geometry
or the use of some other cost function in the inversion is the
best solution to this effect. The movements of this particular
portion of the lip are small so there was minimal influence on
the overall animation.

The adaptation of the animation for use with a new
talker ~Exp. 3! and the matching of OPTOTRAK markers to
nodes in the mesh in all of the experiments were simplistic,
albeit effective. The influence of error in this phase of the
inversion is, at present, unknown and will require 3-D imag-
ing of the talkers with and without the OPTOTRAK markers
attached. Also, it is unknown how a talker’s and a face mod-
el’s morphology can differ before the inversion diverges. We
need a recording of more subjects to address this issue. In
addition, it is unknown at this point, what the optimal num-
ber and placement of OPTOTRAK markers is. Resolving
this problem will require a better understanding of the de-
grees of freedom of the face during speech production. Stud-
ies of the principal components of static lip shape~Linker,
1982! and the principal components of lip kinematics~Ram-
sayet al., 1996! show a small number of modes of variation
during speech. In Linker’s data, the English vowels can be
distinguished with a single measure, horizontal opening,
while the Cantonese vowels required two factors and Finn-
ish, Swedish, and French vowels three factors. Ramsayet al.
~1996! calculated the principal components of lip motion in
English for the 3-D motion of markers positioned around the
oral aperture. In this data, the motion of any single position
marker on the lip was strongly one-dimensional. When
point-light facial displays are used to study audiovisual
speech, the number and placement of lights is also an issue.
Rosenblumet al. ~1996! have manipulated the number and
location of lights and shown enhancement of speech percep-
tion in noise with more lights. However, the necessary and
sufficient number of markers needed to optimize point-light
perception and the inversion is not known.

In spite of these unknowns, the success of the animation
produced by the dynamic inversion is testament to the ad-
vantages of physically based animation. The underlying dif-
ferential equations of the model provide a unitary description
of the shape and motion of the human face and its gestures
~Terzopoulos and Fleischer, 1988!. The animation that is
generated by the numerical solution of these equations is
realistic across the full facial surface. The ability to drive the
model with kinematic data that the current inversion pro-
vides makes this an attractive approach for stimulus genera-
tion.
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The acoustic features of human laughter
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Remarkably little is known about the acoustic features of laughter. Here, acoustic outcomes are
reported for 1024 naturally produced laugh bouts recorded from 97 young adults as they watched
funny video clips. Analyses focused on temporal features, production modes, source- and
filter-related effects, and indexical cues to laugher sex and individual identity. Although a number
of researchers have previously emphasized stereotypy in laughter, its acoustics were found now to
be variable and complex. Among the variety of findings reported, evident diversity in production
modes, remarkable variability in fundamental frequency characteristics, and consistent lack of
articulation effects in supralaryngeal filtering are of particular interest. In addition, formant-related
filtering effects were found to be disproportionately important as acoustic correlates of laugher sex
and individual identity. These outcomes are examined in light of existing data concerning laugh
acoustics, as well as a number of hypotheses and conjectures previously advanced about this
species-typical vocal signal. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1391244#
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I. INTRODUCTION

Laughter plays a ubiquitous role in human vocal com-
munication, being frequently produced in diverse social cir-
cumstances throughout life. Surprisingly, rather little is cur-
rently known about the acoustics of this species-typical vocal
signal. Although there has been an enduring view that some
variation may occur among the individual sounds that con-
stitute laughter, these components are predominantly concep-
tualized as being vowel-like bursts~e.g., Darwin, 1872/1998;
Hall and Allin, 1897; Mowrer, LaPointe, and Case, 1987;
Ruch, 1993; Nwokahet al., 1999; cf. Ruch and Ekman,
2001!. While there is thus some information available about
the mean fundamental frequency (F0) of voiced laugh seg-
ments, reports have been markedly inconsistent. For ex-
ample, the meanF0 of male laughs has been reported to be
as low as 126 Hz~Mowrer et al., 1987; also see Bickley and
Hunnicutt, 1992!, but also as high as 424 Hz~Rothgänger
et al., 1998!. Likewise, values for females have included an
improbably low estimate of 160 Hz~Milford, 1980! and a
high of 502 Hz~Provine and Yong, 1991!.

Provine ~1996, 2000; Provine and Yong, 1991! in par-
ticular has emphasized laughter’s harmonically rich, vowel-
like structure, further arguing that while vowel quality can
show marked variation among laugh bouts, it is highly con-
sistent within a series. In other words, with the possible ex-
ception of variation in the first or last sounds of a bout,
Provine maintains that laughers routinely produce aspirated
sequences of either ‘‘ha,’’ ‘‘he,’’ or ‘‘ho’’ sounds in discrete
bouts ~we infer the phonetic transcriptions of ‘‘ha’’ to be
either /ɑ/, /./, or /ö/, and ‘‘he’’ and ‘‘ho’’ to be /i/, and /o/,
respectively; cf. Edmonson, 1987!. Provine also argues that
the formant structure of laughter is less prominent than that
of speech vowel sounds, although in neither case have quan-

titative formant measurements been provided in support of
these claims. Given that formant structure is apparent in the
spectrographic example shown in several publications~e.g.,
Provine, 1996, 2000; Provine and Yong, 1991! and several
researchers have extracted formant values from at least a
small number of laughs~Milford, 1980; Bickley and Huni-
cutt, 1992!, this issue warrants closer scrutiny.

In contrast to Provine’s emphasis on vowel-like laughter,
Grammer and Eibl-Eibesfeldt~1990! drew a basic distinction
between ‘‘vocalized’’ and ‘‘unvocalized’’ laughter. This con-
trast evidently referred to the presence or absence of voicing,
and proved to be functionally important in their work. For
example, individual males, after interacting with an unfamil-
iar female partner for a brief interval, were more interested in
seeing her again if she produced voiced but not unvoiced
laughter during the encounter. The importance of this basic
distinction was subsequently confirmed in perceptual studies,
which showed that voiced laughter induces significantly
more positive emotional responses in listeners than do un-
voiced laughs~Bachorowski and Owren, 2001!. The latter is
nonetheless a common element of laugh repertoires~Ba-
chorowski, Smoski, and Owren, 2001!, which raises the
question of the relative prevalence of voiced and unvoiced
laughter as a basic issue in laugh acoustics.

Other investigators have also considered laughter to be a
variable signal, both in the kinds of sounds produced~Hall
and Allin, 1897! and in its acoustic features~Rothgänger
et al., 1998!. Variability of this sort is largely at odds with
perspectives that treat laughter as a stereotyped vocalization.
As exemplified by the work of Provine~e.g., Provine, 1996!
and Grammer~1990; Grammer and Eibl-Eibesfeldt, 1990;
see also Deacon, 1997!, this approach proposes that laughter
is—or at least resembles—a fixed action pattern~FAP! spe-
cialized for communication through an evolutionary process
of ‘‘ritualization.’’ The expected outcome of this process is
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constancy in the rate, intensity, and most importantly in the
form of signal production.

The goal of the current work was to further investigate
each of these issues. In so doing, we sought to improve on
the number of subjects recorded, the number of laugh exem-
plars included for each, and the methods used in acoustic
analysis. Ultimately, we examined 1024 bouts of laughter,
representing every analyzable laugh sound recorded from 97
adult males and females while they watched humorous video
clips presented in a comfortable laboratory setting. The re-
sulting sample was thus significantly larger than in previous
studies, which have for instance included 3 bouts from each
of 3 adult females~Nwokahet al., 1999!, a total of 15 bouts
from 1 male and 1 female~Bickley and Hunnicutt, 1992!, 5
bouts produced from each of 11 males~Mowrer et al., 1987!,
and one bout from each of 23 males and 28 females~Provine
and Yong, 1991!. Acoustic measures were designed to char-
acterize temporal properties, source-energy characteristics,
and spectral features of every sound, with additional atten-
tion paid to sex differences in the use of laughter as well as
indexical cueing of laugher sex and individual laugher iden-
tity.

II. METHOD

A. Subjects

One hundred thirty-nine students enrolled at Vanderbilt
University were recorded as they watched funny video clips
either alone or as part of a same- or other-sex friend or
stranger dyad. Volunteers were primarily recruited from a
General Psychology course and received research credit to-
ward that course. Participants solicited by a friend were typi-
cally paid $10 for their involvement, but could instead re-
ceive research credit if enrolled in General Psychology.
Before testing, subjects provided oral and written consent to
the procedures. As individuals were recorded without know-
ing that laughter was specifically of interest, consent to use
laughter data was obtained after testing was complete.

Data collected from ten subjects were excluded because
of equipment failure (n52), experimenter error (n52), ill-
nesses that might affect laugh acoustics~e.g., strep throat,
n52,! or use of mood-altering prescription drugs~e.g., sero-
tonin reuptake inhibitors,n54!. In 11 cases, data were not
used because the individual was not a native American-
English speaker or was tested with a partner whose native
language was not English. Finally, data from 21 subjects
were excluded because the three or less laughs produced dur-
ing the 3.95-min film clip period were deemed too few for
statistical analysis. The final sample included 45 males and
52 females who had a mean age of 19.23 years (s.d.
51.13) and were primarily white (n587). However, the
sample also included six blacks, three Asian Americans, and
one Native American. None reported any speech- or hearing-
related problems. Of these 97 individuals, 11 were tested
alone, 24 with a same-sex friend, 21 with an other-sex friend,
20 with a same-sex stranger, and 21 with an other-sex
stranger. Results concerning the use of laughter in these vari-
ous social contexts are discussed elsewhere~Bachorowski
et al., 2001!.

B. Stimuli and apparatus

Subjects all watched a total of 11 emotion-inducing film
clips, two of which were included specifically for their
positive-emotion and laugh-inducing potential~other clips
elicited either sad, fearful, disgusted, or neutral emotional
responses!. The first was the 1.42-min ‘‘bring out your dead’’
segment fromMonty Python and the Holy Grail, and the
second was the 2.53-min ‘‘fake orgasm’’ scene fromWhen
Harry Met Sally(total time53.95 min). Film clips were pre-
sented using a Panasonic AG-5700 video cassette recorder
~VCR! located on a shelf next to a 31-in. Panasonic CT
31G10 television monitor. Both the monitor and VCR were
housed in a large media center. An experimenter operated the
VCR from the adjacent control room via a Panasonic AG-
A570 editing device attached through a wall conduit.

Recordings were made using Audio-Technica Pro 8
headworn microphones~Stow, OH!, which were connected
through the conduit to separate inputs of an Applied Re-
search Technology 254 preamplifier~Rochester, NY! located
in the control room. Each signal was amplified by 20 dB and
then recorded on separate channels of a Panasonic Profes-
sional SV-4100 digital audiotape~DAT! recorder~Los Ange-
les, CA!. Recordings were made using BASF digital audio-
tapes~Mount Olive, NJ!. Tandy Optimus LV-20 headphones
~Fort Worth, TX! connected to the DAT recorder were used
to monitor participants throughout testing, and the experi-
menter communicated with participants as necessary through
a Tandy 43-227 intercom.

C. Design and procedure

Participants were tested in a large laboratory room fur-
nished to resemble a comfortable den. After providing in-
formed consent, participants were told that they would be
rating the emotion-inducing impact of each of a series of
short film clips and that their evaluations would be used to
select stimuli for upcoming studies of emotional response
processes. Thus, subjects were unaware that their laughter
was the focus of the research. After seating participants in
futon chairs placed 3.3 m in front of the television monitor,
the experimenter helped each individual position the micro-
phone approximately 2.5 cm in front of the labiomental
groove, and explained that the film-clip ratings~not relevant
here! would be audio recorded. Next, input levels were ad-
justed, participants were given the opportunity to ask ques-
tions, and were informed that they would be left on their own
and should treat the experience as if watching videos in their
own living room. At the end of the viewing session, the
experimenter returned to the testing room, debriefed partici-
pants as to the nature of the study, and obtained consent to
use all data.

D. Laugh selection, classification, and acoustic
analysis

Laughter was defined as being any perceptibly audible
sound that an ordinary person would characterize as a laugh
if heard under everyday circumstances. While inclusive, this
broad criterion was considered reasonable on several
grounds. First, these sounds were produced while subjects
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watched film clips selected for their likelihood of eliciting
positive affect. Indeed, the clips were rated as producing
positive emotional responses by virtually all participants.
Second, although no restrictions were placed on talking dur-
ing the film clips, subjects almost never did—thereby mak-
ing it unlikely that the sounds they were making represented
either linguistic or paralinguistic events. Finally, each sound
was routinely heard dozens of times during the course of
acoustic analysis, and questionable ones were removed from
further consideration.

Borrowing terminology from acoustic primatology~e.g.,
Struhsaker, 1967; Owren, Seyfarth, and Cheney, 1997!,
laughs were analyzed at ‘‘bout,’’ ‘‘call,’’ and ‘‘segment’’ lev-
els. Bouts were entire laugh episodes that are typically pro-
duced during one exhalation. Although many bouts ended
with audible inhalations or exhalations, these sounds were
not included in bout-level characterizations unless they were
deemed to be critical to the laugh itself. Calls were the dis-
crete acoustic events that together constitute a bout, and have
elsewhere been referred to as ‘‘notes’’ or laugh ‘‘syllables.’’
Isolated calls that were difficult to distinguish from sighs or
other nonlaugh vocalizations were excluded from analysis.
Overall, however, any sound deemed integral to a laugh bout
was considered to be a call. Segments were defined as tem-
porally delimited spectrogram components that either visibly
or audibly reflected a clear change in production mode oc-
curring during the course of an otherwise continuous call.

Laughs were digitized at 50 kHz using Kay Elemetric’s
COMPUTERIZED SPEECH LAB~CSL; Lincoln Park, NJ!. Acous-
tic analyses were conducted usingESPS/WAVES1 5.2 digital
signal-processing software~Entropic Research Lab, Wash-
ington, DC! implemented on a Silicon Graphics O2 unix-
based processor with the Irix 6.3 operating system~SGI;
Mountain View, CA!. Preprocessing of files included format
conversions on a personal computer using custom-written
software programs by Tice and Carrell~available at http://
hush.unl.edu/LabResources.html!. Files were then down-
sampled to 11.025 kHz and normalized to a common
maximum-amplitude value.

In preparation for automatic extraction of various acous-
tic measurements using unix-csh-script routines, each file
was first segmented with cursor-based onset and offset marks
for every bout, call, and segment. Each of these levels was
then categorized as to type. At the bout level, laughs were
assigned to one of three mutually exclusive types. Bouts con-
sisting primarily of voiced sounds were considered ‘‘song-
like,’’ and included comparatively stereotyped episodes of
multiple vowel-like sounds with evidentF0 modulation as
well as sounds that might best be described as giggles and
chuckles. Bouts largely comprised of unvoiced calls with
perceptually salient nasal-cavity turbulence were labeled
‘‘snort-like.’’ Acoustically noisy bouts produced with turbu-
lence evidently arising in either the laryngeal or oral cavities
were called ‘‘unvoiced grunt-like’’ sounds, and included
breathy pants and harsher cackles. To assess the reliability of
bout-level categorizations, a second research assistant inde-
pendently labeled each bout. The obtained kappa coefficient
of 0.92,p,0.001, indicated a high level of inter-rater agree-
ment in bout-level classification.

Both bouts and individual calls were identified as either
‘‘voiced,’’ ‘‘unvoiced,’’ or ‘‘mixed,’’ and segments were la-
beled as being either voiced or unvoiced. Calls were further
labeled according to whether the sound was perceived as
being produced with the mouth open or closed. Inter-rater
reliability for mouth-position judgments was high: a kappa
coefficient of 0.91,p,0.001, was obtained for 329 calls
from 100 randomly selected bouts that were each coded in-
dependently by two raters. Finally, calls and segments that
showed evidence of non-normative, atypical source energy
were also noted. These events included vocal fry, in which
individual glottal pulses are perceptually discernible, as well
as a number of nonlinear types~i.e., glottal whistles, subhar-
monics, and biphonation; see Wildenet al., 1998!.

Acoustic measurements focused on durations,F0-related
features, and spectral characteristics of bouts, calls, and seg-
ments. Durations were readily extracted from onset and off-
set markers, but becauseF0 is routinely much higher in
laughter than in speech, pitch-tracking algorithms designed
for the latter did not always perform well. These analyses
were therefore conducted at the call level by first using the
ESPS/WAVES1 pitch-tracking routine to extract anF0 contour
for each sound, and then overlaying the resulting plot on a
corresponding narrow-band spectrogram. If the algorithm
failed, the first harmonic was manually enclosed both in time
and frequency using cursor settings, and its frequency con-
tour was extracted as a series of maximum-amplitude points
occurring one per column in the underlying spectrogram
~Owren and Casale, 1994!.

Spectral measurements focused on formant frequencies,
which were derived from smooth spectral envelopes pro-
duced through linear predictive coding~LPC!. The measure-
ment procedure included first producing both a narrow-band,
FFT-based~40-ms Hanning window, 0.94 preemphasis fac-
tor, 512-point FFT, 2-ms step size! and a wideband, LPC-
based~fast modified Burg method, 40-ms rectangular win-
dow, 0.94 preemphasis factor, 10 coefficients, 2-ms step size!
spectrogram of each sound. One location was then desig-
nated within each call or segment based on these displays,
selected so as to provide clear outcomes that were also rep-
resentative of the sound as a whole~see Fig. 1!. Setting the
cursor in this location produced a display of both underlying
spectral slices, with the LPC envelope overlaid on the FFT-
based representation. Formant-peak locations were located
through visual inspection, marked on the LPC function by
setting the cursor, and automatically recovered from the as-
sociated data record. Formant measurements were not taken
from unvoiced, snort-like sounds. Although their resonances
were often consistent with normative values from nasal
speech sounds, many of these calls also seemed to be af-
fected by noisiness resulting from airstream interactions with
the microphone element.

Estimates of supralaryngeal vocal-tract length~VTL !
were derived from formant frequencies using the following
equation~adapted from Lieberman and Blumstein, 1993!:

VTL5
~2k11!c

4Fk11
,

wherek5(0,1,2), Fk11 is the frequency of the formant of
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interest, andc is the speed of sound~34 400 cm/s!. Separate
calculations were made for each of the five formants, and the
mean of these estimates provided the VTL value used in
classification analyses of laugher sex and individual identity.

III. RESULTS

A. Laugh types and durations

1. Bout-level descriptive outcomes

Descriptive outcomes associated with bout-level analy-
ses are provided in Table Ia, and representative spectrograms
of male and female voiced song-like, unvoiced grunt-like,
and unvoiced snort-like bouts are shown in Fig. 2. Sample
laughs can be heard at http://www.psy.vanderbilt.edu/faculty/
bachorowski/laugh.htm. A total of 1024 laugh bouts was ana-
lyzed. Of these, 30% were predominantly voiced, 47.6%
were mainly unvoiced, 21.8% were a mix of voiced and un-
voiced components, and the remaining 0.7% were largely
comprised of glottal whistles. Of the unvoiced bouts, 37.2%
were grunt-like, whereas the remaining 62.8% were snort-
like. This bout-level variability did not appear to be a matter
of differences in individual laugher style. Many individuals
~40.2%! produced all three of the most common bout types
~i.e., voiced song-like, unvoiced snort-like, and unvoiced

grunt-like!, just as many produced two types~43.3%!, while
comparatively few~16.5%! produced just one types. Bouts
that were either mixed or not readily classified were not in-
cluded in further analysis of bout type.

Laugh bouts were highly variable in duration, with a
standard deviation of 0.77 associated with the mean of 0.87
s. Outcomes of an analysis of variance~ANOVA ! and
Schefféfollow-up comparisons showed that a main effect of
bout type, F(2,933)530.52, p,0.001, was due to the
shorter durations of snort-like rather than either song- or
grunt-like bouts~see Table Ia!. On average, males and fe-
males did not differ in the number of laughs produced,
F(1,96)50.14, ns. However, laugher sex did mediate the
type of bout produced,x2(5)5137.26,p,0.001. Follow-up
binomial tests revealed that females produced significantly
more voiced, song-like bouts than did males (p,0.001),
whereas males produced significantly more unvoiced, grunt-
like laughs than did females (p,0.025). There were no sex
differences in the number of unvoiced, snort-like laughs pro-
duced. Laugher sex exerted a slight influence on bout dura-
tion, F(1,935)54.75,p,0.05, with male laughs being a bit
longer than female laughs.

2. Call-level descriptive outcomes

Descriptive outcomes associated with the corpus of 3479
calls are provided in Table Ib. On average, laugh bouts were
comprised of 3.39 calls, but the associated standard deviation
of 2.71 indicates that the number of calls per bout was highly
variable. Most calls~45.2%! were unvoiced, but a notable
proportion were either voiced~34.2%! or a mix of produc-
tion modes~13.0%!. In addition, 3.5% of the calls were es-
sentially glottal pulses, 2.5% were produced in the fry regis-
ter, and 1.6% were glottal whistles. On average, fewer than
two call types were used in the course of bout production
(M51.62, s.d.50.84!, although some bouts consisted of as
many as five types. Like bout durations, call durations were
highly variable, with a standard deviation of 0.14 associated
with the mean of 0.17 s. Call duration was strongly related to
the type of call produced,F(5,3473)5175.97, p,0.001.
Calls involving two or more production modes were the
longest and, not surprisingly, glottal pulses were the shortest
~see Table Ib!.

The total number of calls produced did not differ by
laugher sex,F(1,96)50.21, ns. Consistent with their longer
overall durations, male bouts contained somewhat more calls
than did bouts produced by females,F(1,1021)56.90, p
50.01 ~Mmale53.63, s.d.52.86; M female53.18, s.d.52.56!.
Laugher sex had a strong influence on the proportions of call
types produced,x2(5)5155.17, p,0.001 ~see Table Ib!.
Follow-up binomial tests showed that females produced sig-
nificantly more voiced calls than did males (p,0.001), and
that males produced significantly more unvoiced calls and
glottal pulses than did females (p’s,0.001). Laugher sex
did not mediate either the acoustic complexity of laughs~as
indexed by the number of call types per bout!, call durations,
or the number of calls produced per second@F(1,1023)
51.83, ns; andF(1,3469)50.01, ns;F(1,1023)50.30, ns,
respectively#.

FIG. 1. Waveform~top! and corresponding narrow-band~second panel! and
wideband~third panel! spectrograms of a voiced-laugh bout. Dotted vertical
lines in the second of the three calls indicate the window from which spec-
tral measurements were made. At the bottom, the smoothed LPC envelope is
shown overlaid on the FFT-based representation.
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Further analyses examined temporal characteristics of
calls within bouts. On average, 4.37 calls were produced per
second, with comparable call- and intercall durations~i.e.,
0.17 and 0.13 s, respectively!. These two measures were also
equivalent when examined only for voiced, open-mouth calls
~0.11 and 0.12 s, respectively!. A more fine-grained analysis
examined the pattern of call- and intercall durations through
the course of bouts that contained at least three but no more
than eight calls. As can be seen in Fig. 3, bouts were typi-
cally initiated with comparatively long calls~M50.28,
s.d.50.15! and followed by calls that were roughly half as
long in duration~M50.13, s.d.50.10!. This pattern was ob-
served regardless of the number of calls per bout. The longer
terminal-call durations of bouts with six or more calls con-
tradict this general pattern, and largely reflect the prolonged
inhalations and exhalations used to conclude some of these
laugh episodes. The overall pattern of intercall intervals
showed that regardless of the number of calls per bout, call
production was denser towards the beginning of laugh bouts.
Intercall durations gradually increased over the course of
bouts and were longer than call durations by bout offset,
especially for bouts comprised of six or more calls. Intercall
intervals could become as long as twice that of call dura-
tions, but only by the seventh call in eight-call bouts.

3. Segment-level descriptive outcomes

A significant proportion of calls~30.9%! was composed
of two or more discrete acoustic components. Most multiseg-
ment calls~75.8%! contained two components, an additional
20.7% contained three, and a small subset~3.5%! consisted
of either four, five, or six segments. Mean segment duration
was 0.11 s (s.d.50.11), and there were no sex differences in
the number of multisegment calls produced,x2(4)55.50,
ns.

B. F0-related outcomes

Descriptive statistics associated withF0-related out-
comes are shown in Table II.F0 could be measured from
1617 voiced calls or voiced call segments. TheESPS/WAVES1
pitch-tracking algorithm performed well for about 65% of
these cases, and the remaining measurements were made by
extracting maximum-amplitude points from the first har-
monic. Four dependent measures were of interest: meanF0 ,
s.d. F0 , F0-excursion@~maximum callF0!–~minimum call
F0!#, andF0 change@u~call-onsetF0!–~call-offsetF0!u#.

Statistical tests involvingF0 measures used only those
calls for which mouth position~i.e., open or closed! was
readily perceptible, with a MANOVA used to test the extent

TABLE I. Descriptive statistics associated with~a! bout- and~b! call-level analyses, separated according to
laugher sex. Values in parentheses are standard deviations.

~a! Bout level Males (n545)

Total (n) 465
M Duration 0.95~0.82!
Bout type Voiced Unvoiced grunt-like Unvoiced snort-like Mixed Glottal whistles
% Males producing 82.2 66.7 82.2 40.0 2.2
% of Total bouts 26.0 24.7 31.0 17.6 0.6
M Duration ~s! 1.08 ~0.83! 0.99 ~0.91! 0.65 ~0.49! 1.13 ~0.96! 0.64 ~0.42!

Females (n552)

Total (n) 559
M Duration 0.82~.72!
Bout type Voiced Unvoiced grunt-like Unvoiced snort-like Mixed Glottal whistles
% Females producing 88.5 53.9 76.9 51.9 9.6
% of Total bouts 33.3 13.4 27.4 25.2 0.7
M duration~s! 1.04 ~0.88! 0.79 ~0.67! 0.53 ~0.39! 0.90 ~0.72! 0.51 ~0.25!

~b! Call level Males (n545)

Total (n) 1705
M Calls per bout 3.61~2.84!
M Duration ~s! 0.17 ~0.14!
Call type Voiced Unvoiced Mixed Glottal pulses Glottal whistles
% Males producing 84.4 97.8 84.4 40.0 24.4
% of Total calls 27.6 52.6 13.0 5.5 1.3
M Duration ~s! 0.11 ~0.08! 0.20 ~0.14! 0.24 ~0.11! 0.03 ~0.02! 0.22 ~0.30!

Females (n552)

Total (n) 1774
M Calls per bout 3.20~2.58!
M Duration ~s! 0.17 ~0.14!
Call-type Voiced Unvoiced Mixed Glottal pulses Glottal whistles
% Females producing 88.5 96.2 90.4 23.1 38.5
% of Total calls 45.3 38.2 13.0 1.6 1.9
M Duration ~s! 0.11 ~0.08! 0.22 ~0.15! 0.28 ~0.17! 0.02 ~0.02! 0.22 ~0.20!
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to which laugher sex and mouth position were associated
with differences in the four dependent variables. Outcomes
for all measures were strongly influenced by laugher sex:
Results for meanF0 , s.d.F0 , F0 excursion, andF0 change
were F(1,1538)5165.10, 45.58, 43.80, and 37.22, respec-
tively ~all p’s,0.001!. Not unexpectedly, the mean of 405
Hz (s.d.5193) measured from female laughs was consider-
ably higher and more variable than the mean of 272 Hz
(s.d.5148) found for male laughs. Also notable were the
male and female absolute-maximumF0 values of 1245 and
2083 Hz, respectively~for an example of a highF0 call, see
Fig. 4!. Within-call F0 standard deviations were quite high,
on average being 21.41 and 29.98 Hz for male and female
laughs, respectively. MeanF0 excursion was also large for
both sexes, but especially so for females~Mmale559 Hz,
s.d.549.74; M female586 Hz, s.d.576.83!. Both sexes were
similarly found to have large onset to offsetF0 ranges, with
females again showing the biggest change~Mmale544 Hz,
s.d.542.38; M female564 Hz, s.d.563.60!. There was also a
significant main effect of mouth position for meanF0 ,
F(1,1538)533.43, p,0.001, which was due to the higher
F0’s of open- than closed-mouthed calls. Mouth position did
not mediate outcomes for any of the three variability mea-

sures, and the interactions between laugher sex and mouth
position were all nonsignificant.

Temporal patterning ofF0 at the call level was exam-
ined for the 297 voiced calls that were produced during the
course of 96 randomly selected, predominantly voiced bouts.
Using terminology common to the infant-directed speech lit-
erature~e.g., Katz, Cohn, and Moore, 1996!, theF0 contour
of each call was characterized as being either ‘‘flat,’’ ‘‘ris-
ing,’’ ‘‘falling,’’ ‘‘arched,’’ or ‘‘sinusoidal.’’ Using this clas-
sification scheme, the most common contour designation was
flat ~38.0%!. However, falling ~29.0%! and sinusoidal
~18.9%! types each accounted for a sizable proportion of call
contours, and arched~8.1%! and rising~6.1%! contours were
not uncommon.

Several remarkable aspects of laugh acoustics were
highlighted by examiningF0 measures at the bout level. Us-
ing a MANOVA, bouts containing two or more voiced calls
or call segments were tested, with the number of voiced seg-
ments contributing to each bout as a weighted least-squares
regression coefficient~Darlington, 1990!. Laugher sex and
bout length were used as fixed factors, the latter being a
dichotomous variable created by classifying laughs into
‘‘short’’ and ‘‘long’’ categories based on the median number
of voiced segments. Short bouts therefore contained either
two or three voiced segments, whereas long bouts consisted
of four or more voiced segments.

As was certain to be the case given call-level outcomes,
the main effects of laugher sex were significant for both
meanF0 andF0 excursion@F(1,388)585.63,p,0.001, and
F(1,388)510.05, p,0.01, respectively#. Both measures
were also found to be strongly associated with the number of
voiced segments in a laugh episode@F(1,388)521.20, p
50.01, andF(1,388)556.72,p,0.001, for meanF0 andF0

excursion, respectively#. Compared to short bouts, long
bouts were found to have higher meanF0’s as well as greater
F0 excursions~see Table III!. For male laughs, the difference
in mean F0 between short and long bouts was 77 Hz,
whereas this difference was 48 Hz for females. Very large
differences were found forF0 excursion, with the discrepan-
cies between short and long bouts being 161 and 189 Hz for
male and female laughs, respectively. Also noteworthy were
the extremeF0 excursions that occurred during bout produc-
tion, with a male maximum of 947 Hz and corresponding
female value of 1701 Hz. Moreover, such extreme excur-
sions were not altogether rare events: 7 males produced a
total of 12 bouts withF0 excursions of 500 Hz or more, and
13 females produced a total of 31 bouts with excursions of
this magnitude or greater.

Patterns of meanF0 over the course of bout production
were also examined. Briefly, we found no evidence of an
overall decline inF0 . For bouts with either two, three, or
four voiced components,F0 at bout offset was nearly the
same as at bout onset. For bouts with greater numbers of
voiced segments,F0 routinely increased and decreased, but
did not fluctuate in an obvious pattern. Here, bout-offsetF0’s
were often higher than bout-onsetF0’s.

FIG. 2. Narrow-band spectrograms of~a! male and~b! female voiced
laughs, wideband spectrograms of~c! male and~d! female unvoiced grunt-
like laughs, and wideband spectrograms of unvoiced snort-like~e! male and
~f! female laughs. Sample laughs can be heard at http://
www.psy.vanderbilt.edu/faculty/bachorowski/laugh.htm
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C. Non-normative source energy

The 22 instances of open-mouth vocal fry for whichF0

could be measured showed very lowF0’s, with pulses vis-
ible even on narrow-band spectrograms. A main effect of
laugher sex was found for meanF0 in vocal fry, F(1,21)
56.65, p,0.025 ~Mmale580 Hz, s.d.519.60; M female

5110 Hz, s.d.531.99!. However, males and females did not
differ on any of the three variability indices~i.e., s.d.F0 , F0

excursion, andF0 change!.
A total of 136 calls with nonlinear phenomena was iden-

tified ~see Riedeet al., 2000; Wildenet al., 1998!. Of these,
105 were labeled as glottal whistles@see Fig. 5~a!#, possibly
reflecting airstream vortices induced by the medial edges of
the vocal folds. These calls sounded wheeze-like, were typi-
cally low amplitude and quasiperiodic, and exhibited wave-
forms that were virtually indistinguishable from those of

whistled /s/’s that can occur in naturally produced speech.
The second sort of nonlinear phenomenon was the occur-
rence of subharmonics@Fig. 5~b!#, typically period doubling,
which was found in 26 calls. Perceptually, these sounds had
a rather tinny quality. Finally, we observed five instances of
biphonation, which involves the occurrence of two indepen-
dent fundamental frequencies@Fig. 5~c!#. These calls
sounded shrill and dissonant.

D. Formant-related outcomes

The primary goal of this series of analyses was to pro-
vide normative data concerning the spectral properties of
laughter. Whenever possible, peak frequencies of five vocal-
tract resonances were measured. However, accurate spectral
measurements were difficult for any of several reasons. First,
the noisiness of many unvoiced calls precluded adequate for-

FIG. 3. Call durations and intercall in-
tervals for laugh bouts comprised of
three through eight calls.
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mant resolution. Second, LPC outcomes were occasionally
driven by the high-amplitude harmonics associated with
some voiced calls. Third, the harmonically sparse spectra of
calls with very highF0’s left little opportunity for suprala-
ryngeal filtering to have a visible effect. In either of these last
two cases, peak frequencies were coincident with one or
more harmonics and adjusting the number of coefficients had
little or no impact on the LPC solution. Resonance-harmonic
correspondence was observed for 428, 135, 85, 55, and 36
instances ofF1 throughF5 measurements, respectively. Our
overall strategy was therefore to take measurements from
those calls for which three or more formants were readily
identifiable, and for which peak frequencies did not coincide
with harmonics. As noted earlier, we did not measure for-
mant frequencies of unvoiced, snort-like sounds because the

extent to which airstream interactions with the microphone
element were contributing to spectral characteristics was un-
clear. Finally, outcomes are not shown for either glottal
pulses or whistles. The former were usually too brief for
reliable measurement, and the latter were notably unstable.
This overall selection procedure resulted in a sample of 1717
calls from 89 individuals. The reader is referred to Footnote
11 for details concerning treatment of missing data.

A grand MANOVA confirmed that formant frequencies
differed depending on call-production mode~i.e., voiced
open mouth, open-mouth vocal fry, voiced close mouth, and
unvoiced open mouth!. Further MANOVAs were therefore
conducted within each production mode, with detailed out-
comes provided in Table IV. For voiced, open-mouth laughs,
formant frequencies were significantly lower in males than in
females, at least forF1, F2, and F3, F(1,587)5115.81,
77.06, and 316.61~all p’s,0.001!. However, laugher sex did
not mediateF4 values,F(1,587)50.14, ns, and femaleF5
values were actually significantlylower than in males,
F(1,587)543.34,p,0.001. For voiced, closed-mouth calls,
only F3 values distinguished between the sexes, with male
sounds being lowerF(1,86)55.20,p50.025. Vocal fry was
associated with significantly lowerF2 and F3 values in
males than in females@F(1,38)55.50, p,0.025, and
F(1,38)532.67,p,0.001, respectively#. As was found for
voiced open-mouth calls,F5 values were significantly lower
for female than for male fry laughterF(1,38)515.12, p
,0.001. Peak frequencies of unvoiced, open-mouth calls
were significantly lower for males than for females for the
lowest three formants,F(1,358)581.95, 20.90, and 95.93,
respectively~all p’s,0.001!, but laugher sex did not affect
the two highest resonances.

One way to characterize these outcomes was to plotF1
andF2 values in standard vowel space representations. Plots
of voiced open-mouth and unvoiced open-mouth data were
made using both Peterson and Barney’s~1952! classic depic-
tion and Hillenbrandet al.’s ~1995! more recent version. For
brevity, we show outcomes only using the latter representa-
tion @Figs. 6~a!–~d!#. Regardless of laugher-sex or call-
production mode, these depictions show that laughter pre-
dominantly consists of central sounds. In males, for instance,
the great majority of voiced open-mouth calls fell within /É/
and /#/ ellipses. Female outcomes were more variable, but

FIG. 4. Waveform~middle! and corresponding narrow-band spectrogram
~bottom! of a very highF0 call. Dotted vertical lines frame the portion of the
waveform that is enlarged at the top.

TABLE II. F0-related outcomes for call-level analyses, separated according
to laugher sex and mouth position~i.e., open or closed!. Tabled values are
means, with standard deviations in parentheses.

Measuresa

~Hz!

Males Females

Open mouth
(n5563)

Closed mouth
(n5131)

Open mouth
(n5862)

Closed mouth
(n5276)

MF0 279 ~146! 216 ~92! 415 ~193! 355 ~127!
s.d.F0 22 ~17! 19 ~16! 30 ~24! 30 ~25!
F0-Excursionb 60 ~51! 51 ~42! 88 ~78! 82 ~72!
F0-Changec 45 ~43! 40 ~39! 63 ~62! 66 ~69!

aData from 34 males and 43 females contributed to analysis of open-mouth
calls, whereas data from 25 males and 33 females were used for analysis of
closed-mouth calls.

bF0-Excursion5@(maximum call-F0)2(minimum call-F0)#.
cF0-Change5@ u(call-onsetF0)2(call-offsetF0)u#.

TABLE III. Bout-level F0 measures, separated according to laugher sex.
Values in parentheses are standard deviations.

Measuresa

~Hz!

Males Females

Short boutsb Long boutsc Short bouts Long bouts

MF0 223 ~168! 305 ~262! 373 ~266! 426 ~332!
MF0-Excursiond 141 ~197! 299 ~429! 191 ~342! 405 ~683!
Absolute minimum
F0-excursion

13 44 29 62

Absolute maximum
F0-excursion

741 947 991 1701

aData from 37 males and 40 females contributed to short-bout analyses,
whereas data from 24 males and 31 females were used in long-bout analy-
ses.

bShort bouts contained either two or three voiced calls or call segments.
cLong bouts contained four or more voiced calls or call segments.
dF0-Excursion5@(maximum call-F0)2(minimum call-F0)#.
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most cases of voiced open-mouth calls were nonetheless lo-
cated within central ellipses~i.e., /É/, /#/, /Ä/ and /}/!. In
contrast, there were very few observations of noncentral
sounds by either sex, contrary to stereotypical notions that
laughter includes sounds like ‘‘tee-hee’’ or ‘‘ho-ho.’’ In fact,
no observations fell into the /{/ range, and very few were
found within either the /(/ or /Ç/ ellipses. Quite similar out-
comes were found for male unvoiced open-mouth calls,

whereas the majority of female versions of these sounds fell
within /}/ and /~/ ellipses and the undefined region between
these two spaces.

In part to handle the large scaling differences between
F1 andF2, vowel space depictions typically use nonequiva-
lent axes. For instance, Peterson-and-Barney-type represen-
tations plotF1 using a linear scale but showF2 values on a
logarithmic scale. Hillenbrandet al. did use linear scales for

FIG. 5. Narrow-band spectrographic
representations of three types of non-
normative source energy. At the top
~a!, the kinds of spectral nonlinearities
characteristic of glottal whistles are
clearly evident. In~b!, subharmonics
are apparent in the last three calls of
this seven-call bout, with arrows on
the enlarged version to the right point-
ing to subharmonic energy. An in-
stance of biphonation is depicted in
~c!, with the narrow-band spectrogram
to the left revealing independent fre-
quencies, and arrows highlighting two
of these frequencies to the right.

TABLE IV. Male and female formant-frequency values according to call type. Tabled values are means, with
standard deviations in parentheses.

Sex (n) F1 F2 F3 F4 F5

Voiced open mouth M~41! 535 ~112! 1592 ~153! 2576 ~180! 3667 ~180! 4593 ~160!
F ~34! 653 ~155! 1713 ~182! 2875 ~227! 3673 ~223! 4506 ~157!

Voiced closed mouth M~27! 445 ~142! 1746 ~187! 2527 ~128! 3693 ~278! 4588 ~195!
F ~17! 501 ~155! 1738 ~291! 2636 ~212! 3616 ~238! 4548 ~172!

Vocal fry M ~18! 582 ~109! 1551 ~115! 2509 ~117! 3591 ~126! 4574 ~211!
F ~16! 638 ~92! 1655 ~153! 2764 ~153! 3695 ~220! 4290 ~237!

Unvoiced open mouth M~36! 594 ~163! 1661 ~155! 2589 ~214! 3660 ~183! 4602 ~126!
F ~34! 770 ~176! 1746 ~171! 2826 ~196! 3678 ~205! 4583 ~169!
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both axes, but with different tick-mark intervals. In order to
examine variability unconfounded by scaling differences, we
also plotted the data using equivalent axes@Figs. 7~a!–~d!#.
These representations yielded circular rather than elliptical
distributions, indicating that on average the variability asso-
ciated with the two resonances is essentially equivalent.
Comparing theF1 andF2 distribution moments confirmed
these impressions~outcomes can be obtained from author
J.A.B.!.

E. Acoustic correlates of laugher sex and individual
identity

Earlier work involving a large set of homogeneous
vowel sounds excised from running speech revealed that
acoustic characteristics related toF0 and formants play
prominent but varying roles in differentiating talkers by sex
and individual identity ~Bachorowski and Owren, 1999!.
Similar analyses were conducted here, although with a
smaller number of observations. This testing focused on
voiced open-mouth and unvoiced open-mouth calls. For
voiced calls, meanF0 , s.d. ofF0 , F0 excursion,F0 change,
F1 –F5, VTL, and call duration were the measures used,
while F1 –F5, VTL, and call duration were examined for
unvoiced calls. For each call type, only participants repre-
sented by six or more completely analyzable observations
were used in classification analyses. Given these selection
criteria, data from 19 males and 13 females were available
for tests with voiced open-mouth sounds, whereas data from

11 males and 7 females contributed to analyses of unvoiced
open-mouth calls. Eight males and five females were repre-
sented in both voiced and unvoiced call analyses.

Here, each subject was first entered as a unique indepen-
dent variable in a MANOVA. Only those acoustic measures
for which individual laughers differed from each other were
subsequently used in discriminant-function analyses
~Tabachnik and Fidell, 1996!, which in practice meant that
call duration,F0 change, andF4 were not used in voiced-
call laugher-sex analyses,F4 was not used in unvoiced-call
laugher-sex analyses, and call duration was not used for in-
dividual laugher classification of females. The remaining
variables were then entered in stepwise fashion in discrimi-
nant function analyses using the Mahalanobis-distance
method, and the performance of discriminant functions was
cross validated with the jackknife procedure. Functions were
derived using the actual number of cases available for each
subject. The overall approach was to compare outcomes for
the full set of acoustic measures with particular subsets of
interest.

Classification outcomes for laugher sex are given in
Table V. Results are shown for classification accuracies in
derivation and test phases, as well as the percent error reduc-
tion associated with the former. This last metric takes into
account chance error rate, producing an unbiased measure of
classification accuracy. For voiced open-mouth calls, the
most successful classification~86.3%! occurred with the
complete set of dependent measures, but onlyF1, F2, F3,

FIG. 6. Values ofF1 andF2 plotted for~a! male open-mouth voiced calls;~b! female open-mouth voiced calls;~c! male open-mouth unvoiced calls, and~d!
female open-mouth unvoiced calls; using Hillenbrandet al.’s ~1995! vowel-space map.
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and VTL met entry criteria. In other words, none of the
F0-related measures contributed significantly to classifica-
tion by sex when tested in conjunction with spectrally related
cues. Other comparisons also showed formant frequencies to
be the most important in sorting laughers by sex. For in-
stance, the set of four formant frequencies that entered the
analysis was associated with 85.4%-correct classification
~70.8% error reduction!, whereas the threeF0-related mea-
sures together led to 60.6%-correct classification~only
21.2% error reduction!. Similarly, VTL alone classified
79.5% of cases~59.0% error reduction!, whereas meanF0

produced only 61.2% correct~22.4% error reduction!. Filter-
related cues were also found to be important for sorting un-
voiced calls by laugher sex. For instance, classification accu-
racy was 84.8%~69.6% error reduction! using only the four
formant frequencies, and testing VTL alone led to virtually
identical outcomes.

Classification of individual laughers within each sex was
less successful. Even so, these outcomes were significantly
better than expected by chance, and should be useful in de-
veloping more refined hypotheses concerning individual dis-
tinctiveness of laugh sounds. Here, we note only a few of the
outcomes~also see Table VI!. Overall, more effective classi-
fication occurred for female than for male calls—an outcome
at least partly attributable to the smaller number of females
being classified. For voiced calls produced by either sex,
formant frequencies were again far more important in clas-
sifying individuals than wereF0-related measures. Whereas

the former were associated with 41.2% and 49.0% correct
classification for males and females, respectively, the latter
produced corresponding values of only 15.4% and 22.6%.
For males but not females, classification of unvoiced calls
was also effective.

IV. DISCUSSION

The present study provides detailed acoustic outcomes
for a large corpus of laugh sounds produced by a correspond-
ingly large number of laughers. In addition to providing an
extensive characterization of laugh acoustics, this work also
suggests four broad findings concerning these sounds. First,
in contrast to perspectives that emphasize stereotypy in
laughter, we found this signal to be notable for its acoustic
variability. Second, this variability was associated with a di-
versity of evident underlying vocal-production modes. Third,
we found vowel-like laughs to be comprised of central, un-
articulated sounds and lacking in the vowel-quality distinc-
tions commonly thought to be present. Finally, we obtained
preliminary evidence that indexical cues to laugher sex and
individual identity are conveyed in laugh acoustics. The fol-
lowing sections elaborate on both these and other results, and
include comparisons to previously reported outcomes and
hypotheses concerning laugh acoustics~see Table VII for key
comparisons between the current work and other studies!.

FIG. 7. Using linear axes to anchor values of bothF1 andF2, data are plotted for~a! male open-mouth voiced calls;~b! female open-mouth voiced calls;~c!
male open-mouth unvoiced calls; and~d! female open-mouth unvoiced calls.

1591J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Bachorowski et al.: Laugh acoustics



A. Laughter is highly variable

1. Temporal variability

On average, laugh bouts were a bit less than 1 s in du-
ration ~i.e., 870 ms! and consisted of 3.39 calls, each 170 ms
long and 130 ms apart. However, considerable variability
was found for every measure examined. For instance, bouts
could be as short as 40 ms but as long as 5699 ms, while call
durations ranged from 5 to 1053 ms. The number of calls
involved was also highly variable, with many bouts consist-
ing of only a single call but others including up to 20.

Overall, call durations and intercall durations were
found to be quite comparable~cf. Ruch and Ekman, 2001!.
However, more detailed examinations showed that intercall
intervals were markedly shorter than call durations at bout
onset ~see Fig. 3!, with call production thus being more
densely packed at the beginning than at the end of bouts. In
other words, while our outcomes replicated the gradual in-
crease in intercall interval noted by Provine~1996; Provine
and Yong, 1991!, we did not find evidence of a proposed
monotonic decrease in call duration over the course of each
bout~e.g., Provine and Yong, 1991; Ruch and Ekman, 2001!.
We instead found that calls produced at bout onset were
much longer than later calls, with little subsequent variation
among the latter.

Outcomes concerning the rate of laugh-sound produc-
tion are also of interest. Using data from one male and one
female laugher, Bickley and Hunnicutt~1992! found a rate of
4.7 calls/s, which is a bit greater than our obtained mean of
4.37 calls/s. Treating laugh calls as syllables, both of these
rates are faster than the mean discourse rate of 3.26
syllables/s produced by comparably aged young adults~Ven-
katagiri, 1999!. Conversely, young adults have been shown
to produce laugh-like syllables at higher rates than those

found here. For instance, a mean maximum-repetition rate of
5.46 was found for females producing /h#/ syllables~Shanks,
1970!, whereas a mean maximum-repetition rate of 5.1 was
reported for males producing /#/ syllables ~Ptacek et al.,
1966!. Taken together, these comparisons indicate that aver-
age sound-production rates are faster in laughter than in con-
versational speech, without reaching the maximum possible
rate.

2. Source variability
Many of the outcomes associated withF0-related mea-

sures were remarkable. Here, we focus primarily on analyses
of open-mouth calls or segments, as these accounted for the
vast majority of voiced-laugh components. Consistent with
several previous reports~Provine and Yong, 1991; Roth-
gängeret al., 1998; Nwokahet al., 1999; see Table VII!, we
found that meanF0 of both male~282 Hz! and female~421
Hz! laughter was considerably higher than in modal speech
~120 and 220 Hz for males and females, respectively!. How-
ever, lower meanF0 values have been reported by others,
which we suspect may reflect either that those studies exam-
ined laughter from subjects that were tested alone~e.g.,

TABLE V. Results of discriminant function analyses for laugher-sex classi-
fication using both the full complement of acoustic cues and theoretically
derived groups of measures. Test accuracy was assessed with the jackknife
procedure. Chance classification accuracy was 50%.

Derivation
accuracy

Test
accuracy

Error
reductiona

Voiced open-mouth callsb

All measuresc 86.7 86.3 72.6
F1,F2,F3,F5 85.4 85.4 70.8
F1,F2,F3 84.4 84.4 68.8
F0-related measuresd 60.8 60.6 21.2
VTL, meanF0 78.9 78.7 57.4
VTL 79.5 79.5 59.0
MeanF0 61.2 61.2 22.4

Unvoiced open-mouth callse

All measuresf 88.2 87.4 74.8
F1f ,F2f ,F3f ,F5f 84.8 84.8 69.6
F1f ,F2f ,F3f 80.7 80.3 60.6

VTL 85.4 84.6 69.2

aError reduction5~@~100—chance rate!2~100—observed rate!#3100!/
~100—chance rate!.

bData came from 19 males and 13 females.
cMeanF0 , s.d.F0 , F0-excursion,F1 –F5, VTL, and call duration.
dMeanF0 , s.d.F0 , F0-excursion.
eData came from 11 males and 7 females.
fF1 –F5, VTL, call duration.

TABLE VI. Results of discriminant function analyses for individual laugh-
ers within each sex using both the full complement of acoustic cues and
theoretically derived groups of measures. Test accuracy was assessed with
the jackknife procedure. Chance classification accuracies were 5.3% and
7.7% for male and female voiced open-mouth calls, and 9.1% and 14.3%,
for male and female unvoiced open-mouth calls, respectively.

Derivation
accuracy

Test
accuracy

Error
reduction

I. Voiced open mouth
~a! Males ~n519; 271 cases!

All measuresa 58.3 42.8 39.6
F1,F2,F3,F4,F5 45.5 41.2 38.1
F0-related measuresb 17.1 15.4 10.9
MeanF0 , VTL 24.0 21.5 17.1
MeanF0 15.4 15.4 10.9
VTL 13.3 11.6 6.7

~b! Females~n513; 211 cases!
All measuresc 61.3 53.2 49.3
F1,F2,F3,F4,F5 55.7 49.0 44.7
F0-related measures 26.9 22.6 16.1
MeanF0 , VTL 28.5 25.8 19.6
MeanF0 23.5 23.5 17.1
VTL 28.1 27.1 21.0

II. Unvoiced open mouth
~a! Males ~n511; 207 cases!

All measuresd 53.5 47.6 42.4
F1,F2,F3,F4,F5 50.8 48.1 42.9
VTL 31.6 27.8 20.6

~b! Females~n57; 63 cases!
All measurese 76.3 40.7 30.8
F1,F2,F3,F4,F5 69.5 35.6 24.9
VTL 39.0 37.3 26.8

aMeanF0 , s.d.F0 , F0-excursion,F0-change,F1 –F5, VTL, and call dura-
tion.

bMeanF0 , s.d.F0 , F0-excursion,F0-change.
cMeanF0 , s.d.F0 , F0-excursion,F0-change,F1 –F5, VTL, and call dura-
tion. With the exception of call duration, measures for females were the
same as those for males.

dF1 –F5, VTL, and call duration.
eF1 –F5 and VTL.
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Bickley and Hunnicutt, 1992; see Bachorowskiet al., 2001!,
or were influenced by uncorrected errors occurring in auto-
mated pitch extraction. For example, algorithm failures
likely contributed to Milford’s~1980! implausibly low mean
F0 of 160 Hz for female laughter. Automated pitch-
extraction errors are particularly likely to occur in laughter
becauseF0 variation in both calls and bouts is quite high.
Although individual voiced calls were found to be quite
brief, their meanF0 excursions were nonetheless 67 and 91
Hz for males and females, respectively~also see Mowrer
et al., 1987; Nwokahet al., 1999!. Across all sounds, male
F0 was found to be as low as 43 Hz but as high as 898 Hz,
whereas femaleF0 was shown to be as low as 70 Hz and as

high as 2083 Hz. Laughers can thus span the full range of
possibleF0 variation, from the lowest vocal fry to the high-
est falsetto~see Hollien, Dew, and Phillips, 1971; Roth-
gängeret al., 1998!.

Consistent with Bickley and Hunnicutt’s~1992! results,
we found no evidence thatF0 necessarily decreases across
the course of a multicall bout. In other words, laughter does
not appear to exhibit theF0-declination effect that at least
some researchers report to be characteristic of human speech
~see ’t Hart, Collier, and Cohen, 1990!. However, we did find
thatF0 characteristics were markedly different depending on
the length of a bout. Specifically, long bouts were associated

TABLE VII. Comparisons among the present results and other published reports. Tabled values are means, with standard deviations in parentheses.

Study Sample size
Laugh-sampling

method
Number of
laugh bouts Bout duration Calls per bout

Minimum and
Maximum calls

per bout Call duration

Bachorowski,
Smoski, and Owren
~2001!

45 males
52 females

Humorous video
clips

1024 0.87 s (0.77) 3.39~2.71! 1, 20 0.17 s (0.14)

Bickley and
Hunnicutt ~1992!

1 male
1 female

Spontaneous laughs
produced during
speech task

15 Laugher 1: 6.7
Laugher 2: 1.2

Milford ~1980! 15 males
15 females

Social, tension-
release, humor, and
tickle

1.34 s

Mowrer, LaPointe,
and Case~1987!

11 males Humorous video
clips

55 1.22 s (0.44)a 7.16 ~2.42! 1, 25

Nwokah, Hsu,
Davies, and Fogel
~1999!b

3 females Mothers interacting
with their infants

3 2.14 8.67 6, 14

Provine and Yong
~1991!

23 males
28 females

First ‘‘spontaneous’’
laugh after request
to laugh

51 4.00 4, 16 0.08 s (0.02)c

Rothganger, Hauser,
Cappellini, and
Guidotti ~1998!

20 males
20 females

Humorous video
clips

187 0.75 5.90~2.18! 0.13 s (0.06)

Study
MeanF0

~Hz!
F0 Range

~Hz!
F1f
~Hz!

F2f
~Hz!

F3f
~Hz!

F4f
~Hz!

F5f
~Hz!

Bachorowski
Smoski, and Owren
~2001!d

M: 284 ~155!e

F: 421 ~208!
M: 67 ~76!
F: 91 ~85!

M: 534 ~111!
F: 637 ~149!

M: 1589 ~153!
F: 1734 ~193!

M: 2571 ~182!
F: 2887 ~253!

M: 3663 ~184!
F: 3725 ~273!

M: 4594 ~161!
F: 4513 ~167!

Bickley and
Hunnicuttt ~1992!

M: 138
F: 266

M: 55
F: 315

M: 650
F: 650

M: 1700
F: 1800

M: 2200
F: 2760

Milford ~1980! M: 175
F: 160

M: 543
F: 599

M: 1687
F: 1847

Mowrer, LaPointe,
and Case~1987!

M: 126 ~42.7! M: 69

Nwokah, Hsu,
Davies, and Fogel
~1999!b

F: 365 ~28! F: 161

Provine and Yong
~1991!g

M: 276 ~95!
F: 502 ~127!

Rothganger, Hauser,
Cappellimi, and
Guidotti ~1998!

M: 424
F: 475 ~125!

aLaugh selection required that bout duration be at least 250 ms.
bSome outcomes provided here were derived from results given in the original reports.
cGiven the authors’ descriptions, we assume these durations to reflect voiced portions of calls.
dAcoustic outcomes shown here are for voiced, open mouth calls.
eM5male; F5female.
fThese formant outcomes were provided as examples rather than arithmetic means.
gF0 measurements were made for the first call of each bout examined.
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with both higher meanF0 and greaterF0 variability than
were shorter ones.

3. Variability in production modes

In contrast to perspectives that treat laugh sounds as
being comparatively stereotyped~e.g., Grammer and Eibl-
Eibesfeldt, 1990; Provine and Yong, 1991; Provine, 1996!,
we found laughter to be a repertoire of highly variable vo-
calizations that includes qualitatively distinct voiced song-
like, unvoiced grunt-like, and unvoiced snort-like versions.
Like the outcomes reported by Grammer and Eibl-Eibesfeldt
~1990!, our results showed that females produced more song-
like bouts than males, whereas males produced proportion-
ately more grunt-like laughs than females. These sex differ-
ences aside, individual laughers did not seem to rely on any
particular style, with two of the three major bout types being
produced by 84% of the individuals in this sample. Given
that these laughs occurred within a 3.95-min window, it
seems reasonable to assume that everyone produces each
kind of bout at least some of the time. We also suspect that
within the three broad types identified here, there may be
subtypes that are acoustically and perhaps functionally im-
portant. That may be most relevant to voiced laughs, for
which significant acoustic distinctions were found between
shorter and longer bouts. However, a larger sample of voiced
laughs would be necessary to reliably evaluate the possibility
of subtypes.

While fewer than two production modes were found in
most bouts, some included up to five production modes. In-
dividual calls could also be acoustically complex, with the
majority of compound calls consisting of both voiced and
unvoiced components. Of these, it was more often the case
that voiced segments preceded unvoiced segments than the
converse~cf. Provine and Yong, 1991; Ruch and Ekman,
2001!. A number of other combinations also occurred. For
example, several instances of adjacent vocal fry and very
high F0 segments were noted, indicating that laughers can
effect substantial and instantaneous changes in vocal-fold vi-
bration rates~see also Rothga¨ngeret al., 1998!. Variability in
production modes may be driven by a number of factors,
including individual style differences, linkages between
laugher arousal and production processes, and social-
context-based influences~Bachorowskiet al., 2001!.

In addition to voicing distinctions, variability was also
evident in the variety of non-normative source energies used
in laugh production. Taken together, instances of vocal fry,
glottal pulses, laryngeal whistles, subharmonics, and bipho-
nation accounted for nearly 10% of the 3479 calls in this
sample. The occurrence of subharmonics and biphonation in
laughter is of particular interest~see also Riede, Wilden, and
Tembrock, 1997; Sˇvec et al., 2000!, as these kinds of non-
linearities are prominent features of some of the call types
produced by any number of mammalian species. For in-
stance, subharmonics have been observed in the calls of Af-
rican wild dogs~Wilden et al., 1998!, rhesus and Japanese
macaques~Riedeet al., 1997; Owren, 2001!, and in the cries
of human infants ~Mende, Herzel, and Wermke, 1990;
Hirschberg, 1999!. Sounds with perceptually salient nonlin-
earities of this sort should be particularly effective in elicit-

ing listener attention and arousal~see Owren and Rendall,
2001!, and we expect the same to be true of nonlinear laugh
sounds. We more specifically suspect that many instances of
laugh nonlinearities are likely to be perceptually somewhat
aversive if heard in isolation, but that these sounds may
nonetheless enhance laughter’s emotion-inducing effects
when heard in conjunction with comparatively tonal calls.

B. Laughter is not articulated

Formant outcomes were generally within the bounds ex-
pected of speech acoustics for both sexes. As is typically the
case due to dimorphism in supralaryngeal vocal-tract length,
peak formant-frequency values of male calls were signifi-
cantly lower than those of female calls for each of the lowest
three resonances.

Plots ofF1 andF2 outcomes in traditional vowel space
showed that laugh utterances are generally clustered in /É/
and /#/ ellipses~Hillenbrandet al., 1995; see also Ladefoged,
1993; Olive, Greenwood, and Coleman, 1993; Pullum and
Ladusaw, 1996!, thus being largely comprised of central, un-
articulated sounds~see also Edmonson, 1987; Ruch and Ek-
man, 2001!. To a lesser extent, observations also occurred
within /Ä/ and /}/ ellipses. In the absence of large discrepan-
cies between plots of voiced open-mouth and unvoiced open-
mouth calls, the centrality of laugh sounds does not appear to
be differentially associated with the presence or absence of
harmonic energy. Alternative plots that relied on linear scal-
ings for bothx- andy axes showed that distributions ofF1
and F2 were essentially normal for both call types. This
impression was further supported by examining the statistical
moments of these distributions, with the tight clustering of
observations supporting Bickley and Hunnicutt’s~1992! no-
tion of a ‘‘laugh vowel sound.’’ Our finding that laugh
sounds are consistently found in the central regions of vowel
space contrasts with previous speculation that voiced laugh-
ter routinely shows vowel-quality distinctions~Provine,
1996, 2000; Provine and Yong, 1991; also see Darwin, 1872/
1998; Hall and Allin, 1897; Mowreret al., 1987; Nwokah
et al., 1993; Nwokahet al., 1999; Ruch, 1993!. Hypothesiz-
ing that ‘‘ha’’ is the most prevalent, Provine has for example
contended that ‘‘ho’’ and ‘‘he’’ are also common. In contrast,
we observed comparatively few /Ä/ sounds, and found no /o/
and /i/ variants.

Contrary to expectations,F4 frequencies for both call
types were essentially the same in both sexes, rather than
being higher in females. Even more surprising, femaleF5
values were actually significantly lower than in males for
voiced open-mouth calls. Across the spectrum, outcomes for
males were largely consistent with those expected of unar-
ticulated sounds, which was also the case for the lowest three
formants in females~e.g., Stevens, 1998!. In other words,F4
andF5 outcomes in females must be considered anomalous,
in spite of the conservatism of our analyses. The precautions
involved included being careful not to overspecify the spec-
trum by using too many LPC coefficients, comparing the
smoothed spectrum to corresponding narrow-band FFT rep-
resentations in every case, and excluding values in which the
purported formant was more likely to be ‘‘tracking’’ the en-
ergy of an individual harmonic rather than a supralaryngeal
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resonance. Difficulties in formant extraction are expected
when fundamental frequencies are high~e.g., Titze, Mapes,
and Story, 1994!, which was certainly the case here. Further-
more, as the energy of the higher harmonics of voiced
sounds is typically substantially less than at lower frequen-
cies, the most likely interpretation of the unexpected out-
comes obtained for femaleF4 andF5 values appears to be
that the measurements did not accurately reflect actual pro-
duction characteristics in these individuals. Alternatively, it
may be that the higher resonances are different in laughter
than in speech—at least for females. This question is not
readily resolvable given the current data, and will therefore
be left for future research.

C. Indexical cuing in laughter

Discriminant-function analyses were used to test
whether individual laugh calls could be classified according
to the sex and individual identity of the person who produced
the sound. These questions were of particular interest be-
cause acoustic cues to laugher identity have been proposed to
play a role in listener responses~e.g., Owren and Ba-
chorowski, 2001a; Smoski and Bachorowski, in press!, and
because results from voiced, open-mouth calls could be com-
pared to findings from a previous study of an /}/ vowel seg-
ment excised from naturally occurring speech~Bachorowski
and Owren, 1999!. One result of interest in that study was
that extremely accurate classification of talker sex occurred
using either meanF0 or the lowest three formant frequencies
considered as a set~F4 andF5 were not included in those
analyses!. However, when these frequencies were used in
combination as an estimator of vocal tract length~VTL !,
meanF0 and VTL together provided better overall classifi-
cation than any other combination of variables.

Current results concerning classification by sex showed
both similarities and differences from this earlier work. First,
classification accuracy was reasonably high overall~i.e.,
72.6% error reduction!, but noticeably lower than with the
/}/ sound~i.e., 97.2%!. Second, entering theF1 throughF3
frequencies as a set again provided accurate classification
~i.e., 68.8% error reduction!, while F0 tested alone now had
very little power ~i.e., 22.4%!. The latter outcome is of
course to be expected, given the dramatic variability ob-
served inF0-related measures, regardless of laugher sex.
Adding the higher formants neither clarified nor improved
these classification outcomes.F4 values were not tested be-
cause values did not differ according to sex, and classifica-
tion performance ofF5 was equivocal. When VTL was cal-
culated using all five formants rather than just the lowest
three, classification performance declined accordingly~i.e.,
59.0% error reduction!. As discussed above, it is simply un-
known at this point whether theF4 andF5 values observed
here show laughter to be different from normative speech, or
instead reflect the difficulty of obtaining accurate measure-
ments of these formants when highF0 values are involved.
However, one clear conclusion is thatF1, F2, andF3 fre-
quencies are primary cues to vocalizer sex, regardless of
whether that individual is producing a vowel sound or a
voiced, open-mouth laugh sound. The relative unimportance
of F0 in laughter left these formant characteristics as the

predominant factor for successful sorting based on these
sounds, as was also true for unvoiced open-mouth laughs.
This outcome suggests that listeners are able to rely on the
same sorts of cues in both instances~see Rendall, Owren,
and Rodman, 1998, for related discussion in analogous call
types produced by nonhuman primates!.

Individual laughers within each sex were less success-
fully classified ~e.g., 39.6% and 49.3% overall error reduc-
tion for males and females, respectively!, both due to the
larger numbers of classes~i.e., laughers! being sorted, and
because within-sex acoustics were more similar than
between-sex acoustics. Analogous sorting of individual talk-
ers in the earlier study of /}/ vowels also showed reduced
accuracy, but there the decline was less precipitous~e.g.,
78.6% and 64.3%!. Results in both cases nonetheless showed
that filter-related cues were again much more important than
F0-related cues in successful classification of individuals,
whether male or female. Thus, individually distinctive cues
appear to be less prominent in laugh sounds than in vowel
sounds, but are nonetheless present in the form of suprala-
ryngeal filtering effects. Classification performance based on
formant frequencies in unvoiced, open-mouth calls was simi-
lar for males, while somewhat less successful for females.
Outcomes for the latter were nonetheless significantly above
chance.

D. Theoretical comments

Several aspects of the present findings provide support
for our broader theoretical perspective concerning the use
and functions of laughter~reviewed in Owren and Ba-
chorowski, 2001a; see also Bachorowski and Owren, 2001;
Owren and Bachorowski, 2001b!. Drawing on Owren and
Rendall’s ~1997, 2001! model of nonhuman primate vocal
signaling, we have proposed that laughter largely functions
to elicit emotional responses in listeners and thereby shape
their subsequent behavior. Laughter is hypothesized to influ-
ence listeners through two mechanisms. For the first, signal
acoustics are thought to directly affect listener attention,
arousal, and emotional response processes. Laughs with fea-
tures such as abrupt rise times, highF0’s, perceptually sa-
lient F0 modulation, and perhaps acoustic nonlinearities
should be particularly effective in engaging listener response
systems. Some empirical support for direct-effect notions
comes from the results of perceptual studies, which showed
that listeners had significantly more positive emotional re-
sponses to voiced than to unvoiced laughs~Bachorowski and
Owren, 2001!. Further work will more specifically delineate
the features and combinations of features that most effec-
tively elicit listener responses. In the meantime, the present
results show that many laughs have acoustic features likely
to directly ‘‘tweak’’ listeners. For the second, more indirect
mechanism, learned, positive emotional responses are
thought to occur as a result of repeated pairings of the laugh-
er’s distinctive acoustics with positive affect occurring in a
listener. It was therefore important to find here that both
voiced and unvoiced sounds could be statistically classified
by individual laugher. Additional work along these lines is
thus warranted, for instance testing listener responses to fa-
miliar and unfamiliar laugh acoustics.
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Another important piece of our theoretical perspective
involves sex differences in the use of laughter. We have re-
ported elsewhere that both the rate and selected acoustic fea-
tures of the laughs analyzed here varied according to social
context ~Bachorowskiet al., 2001; see also Grammer and
Eibl-Eibesfeldt, 1990!. Overall, those results indicated that
variability in individual male laughter is associated with his
relationship to his social partner~i.e., friend or stranger!,
whereas individual female laughter is more closely associ-
ated with the sex of her social partner. We interpreted these
outcomes to indicate that both males and females use laugh-
ter nonconsciously but strategically, in accordance with
evolved, sex-based psychological mechanisms~Owren and
Bachorowski, 2001a!. In this perspective, the remarkable
acoustic variability documented here is interpreted as being
functionally significant. Individuals of either sex are ex-
pected to produce laughs with direct effects on listener re-
sponse systems when arousal induced in the listener elicits or
heightens positive affect, but expected not to when the effect
of such arousal is to exacerbate a negative state in that indi-
vidual ~see also Patterson, 1976!. Acoustic variability is
probably also related to a number of other factors, such as
the potency of laugh-eliciting stimuli, individual differences
in emotion-based response processes, and sociocultural influ-
ences on both the rate and form of signal production. We
nonetheless suggest that interactions among laugher sex and
social context are likely primary determinants of acoustic
variability in laughter.

V. CONCLUSIONS

The data considered here show that laughter is a highly
complex vocal signal. A variety of types involving distinct
production modes was evident, with song-, grunt-, and snort-
like versions being most readily discernible. The observed
variability highlights the need for large sample sizes in
studying laughter, and suggests that previous work has
tended to underestimate the range of acoustic features in-
volved. Although some aspects of laughter were found to
resemble speech, most outcomes showed notable differences
between the two signals. For instance, voiced laughter
showed much more striking source-related variability than is
associated with normative speech. Furthermore, while
supralaryngeal-filtering effects were as much in evidence in
laughter as in speech vowels and sonorants, there was no
evidence of analogous articulation. Instead, voiced laughter
in American-English speakers overwhelmingly consists of
sounds located close to the center of their vowel space. Fi-
nally, classification results involving vocalizer sex and indi-
vidual identity based on the characteristics of individual
sounds resembled typical findings from speech in showing
filter-related cues to be disproportionately important. How-
ever, there was much less of a role forF0-related features.

Overall, these results stand in contrast to claims that
laughter is a stereotyped vocal signal and highlight the diffi-
culty of trying to characterize laughter as being a single
acoustic form~e.g., Provine, 1996; Provine and Yong, 1991;
cf. Grammer and Eibl-Eibesfeldt, 1990; Rothga¨nger et al.,
1998!. Instead, laughter appears to be better conceptualized
as a repertoire of sounds, with the prevalence of various

subtypes perhaps best gauged by recording laughter that oc-
curs in response to controlled laugh-eliciting stimuli. That
approach is also likely to be crucial in eventually understand-
ing the functional importance of the various production
modes and the acoustic features associated with them, as we
have found in testing variously composed subject dyads~Ba-
chorowskiet al., 2001!. Important extensions will necessar-
ily involve examining the use of laughter in explicitly inter-
active circumstances~e.g., Smoski and Bachorowski, in
press!. Finally, the impact of laugh subtypes on listener re-
sponsiveness should be examined through perceptual testing.
Other research could include testing the extent to which
bout-level temporal patterning is individually distinctive and
thereby contributes to indexical cueing~see Owren and Ren-
dall, 1997!, examining whether acoustically coherent sub-
types occur within the broad categories identified here, and
studying the functional importance of unvoiced laughs.
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1Formant-frequency values were considered ‘‘missing’’ both for instances of
harmonic-resonance overlap and for cases in which there was no spectro-
graphic evidence of a resonance in an expected region~see also Hillenbrand
et al., 1995!. So that multivariate statistics could be used, missing values
were replaced with the mean of the relevant formant frequency on a
subject-by-subject basis. One should note, however, that this procedure can
constrain true variability. Additional precautions were thus taken to ensure
that the data set was not unduly influenced by mean replacements. First,
preliminary analyses indicated that formant frequencies measured from
voiced open-mouth, voiced closed-mouth, vocal fry, and unvoiced open-
mouth calls were significantly different from each other. Therefore, replace-
ment values were calculated separately for the four call types. While thus
increasing the likelihood of finding differences associated with call-
production mode, this approach was preferred because treating all call types
as one would create the converse problem of obscuring differences that did
exist. Second, statistical outliers were identified on a formant-by-formant
basis as those values that were either less than or greater than 3 s.d.s’ from
the mean for that subject. The 19 cases identified in this fashion were then
treated as missing. Third, and again on a formant-by-formant basis, mean
replacements were only conducted for instances in which four or more
measurements were available and replacements did not account for more
than half of a given subject’s formant-frequency values. Replacements were
not conducted for 17 subjects because too few formant measurements were
taken. For the remaining data, a total of 963 replacements was made~i.e.,
13% of the observations used in statistical analyses!, which was found to
change the resulting mean only by approximately 4 Hz. More replacements
were made forF1 (n5300) andF5 (n5281) than forF2 throughF4
(n5100, 132, and 150, respectively!.
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Challenging the notion of innate phonetic boundaries
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Numerous studies of infants’ speech perception abilities have demonstrated that these young
listeners have access to acoustic detail in the speech signal. Because these studies have used stimuli
that could be described in terms of adult-defined phonetic categories, authors have concluded that
infants innately recognize stimuli as members of these categories, as adults do. In fact, the
predominant, current view of speech perception holds that infants are born with sensitivities for the
universal set of phonetic boundaries, and that those boundaries supported by the ambient language
are maintained, while those not supported by the ambient language dissolve. In this study,
discrimination abilities of 46 infants and 75 3-year-olds were measured for several phonetic
contrasts occurring in their native language, using natural and synthetic speech. The proportion of
children who were able to discriminate any given contrast varied across contrasts, and no one
contrast was discriminated by anything close to all of the children. While these results did not differ
from those reported by others, the interpretation here is that we should reconsider the notion of
innate phonetic categories and/or boundaries. Moreover, success rates did not differ for natural and
synthetic speech, and so a minor conclusion was that children are not adversely affected by the use
of synthetic stimuli in speech experiments. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1379078#

PACS numbers: 43.71.Ft, 43.71.An, 43.71.Pc@CWT#

I. INTRODUCTION

In 1971, Eimas, Siqueland, Jusczyk, and Vigorito re-
ported that one- and four-month-old infants could discrimi-
nate between two synthetic stop-vowel syllables that differed
along an acoustic dimension associated with the voicing of
initial stop consonants. The voicing of initial stops is usually
described by voice onset time~VOT!, which is the start time
of vocal-fold vibration relative to the release of closure
~Lisker and Abramson, 1964!. Positive values of VOT indi-
cate that vocal-fold vibration started after the release of clo-
sure, while negative VOT values indicate that vocal-fold vi-
bration preceded release. The acoustic correlate of VOT
manipulated by Eimaset al. was F1-cutback, which is the
time of first formant (F1) onset relative to the release of
closure. As with English-speaking adults, these infants were
found to discriminate between stimuli with VOTs of120 ms
and 140 ms. These VOTs placed the syllables on opposite
sides of the phoneme boundary for English /p/ and /b/. When
a 20-ms difference between syllables was used that placed
both stimuli on the same side of the phoneme boundary,
infants failed to discriminate between them, as adults fail to
do. From these results, Eimaset al. concluded that infants
are sensitive to the acoustic dimension that defines adult
voicing categories, even before they have experience with
language.

That report sparked a great deal of research over the
next two decades investigating infants’ capacities for speech
perception. The collective conclusion of these many studies
was that infants approximately nine months of age or
younger were able to discriminate virtually all phonetic con-
trasts presented to them, regardless of whether or not the
contrasts were in the infant’s native language~e.g., Werker,
1991!. This result was demonstrated with natural and syn-

thetic stimuli, across a range of contrasts~e.g., Eilerset al.,
1982, 1977; Kuhl, 1979b; Moffitt, 1971; Morse, 1972;
Streeter, 1976!. Although not investigated as frequently, evi-
dence was also found to support the second of Eimaset al.’s
results, that infants fail to discriminate within-category
acoustic differences. Unlike the between-category experi-
ments, this kind of test can be conducted only with synthetic
stimuli. When stimuli differ by the same acoustic distance as
a between-category pair, but both fall within the same cat-
egory, infants fail to discriminate them~e.g., Aslin et al.,
1981; Eimas, 1974, 1975!.

Those early studies of infant speech perception led to the
widely accepted view that infants are born with sensitivities
to phonetic boundaries for all languages~i.e., the universal
set!. Experience listening to a native language during the first
year of life, the theory holds, maintains those boundaries
supported by the ambient language, and causes those bound-
aries not supported by the ambient language to dissolve. This
view of perceptual development is what Aslin and Pisoni
~1980! call a ‘‘universal’’ theory. Reviews of the work sup-
porting this theoretical position are numerous~e.g., Eimas
et al., 1987; Jusczyk, 1995; Kuhl, 1979a, 1987; Morse, 1985;
Werker, 1989!. Even if only by default it has become the
predominant theory of infant speech perception.

As early as the 1970s, however, there were a few dis-
crepant findings that presented some challenge to the intran-
sigent nature of the speech processing mechanism suggested
by this model. First, it was found that some phonetic con-
trasts were discriminated more readily than others by infants.
For example, Holmberget al. ~1977! counted the number of
trials required for 6-month-olds to learn to discriminate pairs
of stimuli. Using a criterion of eight correct responses out of
ten consecutive trials~half change and half no-change!,
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Holmberget al. reported that it required 64 trials, on aver-
age, for 6-month-olds to meet the criterion for /f/ versus /Y/,
but only 33 trials, on average, for /s/ versus /b/. Similarly,
Eilers et al. ~1977! found that infants were able to discrimi-
nate some contrasts~out of the ten presented to them!, but
not others.

Even when infants were found to discriminate stimuli,
responses were not always strictly categorical. For example,
Eimas and Miller~1980! found that 2- to 4-month-olds were
able to discriminate synthetic tokens located on the same
side of a /b/-to-/m/ boundary better than would be expected
if perception was strictly categorical. Furthermore, even
when responses were of a categorical nature, category
boundaries did not always appear where they would be ex-
pected. For example, Laskyet al. ~1975! investigated the
abilities of infants in a Spanish language environment to dis-
criminate three voicing contrasts for syllable-initial stops.
One contrast placed stimuli on opposite sides of the Spanish
VOT boundary: 220 ms versus120 ms. Two contrasts
placed stimuli within a Spanish voicing category:260 ms
versus220 ms VOT and120 ms versus160 ms VOT. A
particularly important manipulation in this study was that the
120 ms versus160 ms contrast placed stimuli on opposite
sides of the English VOT boundary. The infants in Lasky
et al.’s study ~ages 4 to 612 months! discriminated this con-
trast, even though it was not in their native language. They
also discriminated the260 ms versus220 ms contrast, even
though both of these stimuli fall within the Spanish voiced
category. In fact, the one contrast they failed to discriminate
was the220 ms versus120 ms, which crosses the Spanish
voicing boundary. In spite of these seemingly contradictory
findings, however, the notion of innate phonetic boundaries
has persisted.

Of course, descriptions offered by various authors differ
somewhat, particularly with respect to whether the focus is
on the boundary or on the contrast. For example, Jusczyk
~1995! writes ‘‘Findings of this sort@as those described at
the outset# have led to the view that infants are born with the
capacity to discriminate contrasts that could potentially ap-
pear in any of the world’s languages. Experience with lan-
guage appears to have its impact by getting the infant to
focus on those contrasts that play a critical role in distin-
guishing words in the native language.’’~p. 269! Similarly
Best~1994! states ‘‘Current findings suggest that infants be-
gin life with language-universal abilities for discriminating
segmental phonetic contrasts but that, by the second half-
year of life, listening experience with the native language has
begun to influence the perception of contrasts that are non-
distinctive in the native phonological system.’’~p. 168! Kuhl
~e.g., 1979b, 1980; Kuhl and Miller, 1982! reminds us re-
peatedly that an important component of any theory of innate
capacities for speech-sound categorization must be a demon-
stration of similarity judgments for acoustically disparate
members of a category. Also, there have been various modi-
fications of the basic view. For example, Werker~1994! sug-
gests that the loss of non-native boundaries may not be a
permanent loss, as originally thought, and that boundaries
may differ in how long it takes them to dissolve. Jusczyk
~1998! specifically invokes the Laskyet al. ~1975! finding to

suggest that rather than there being innate phonetic catego-
ries that line up with the categories of specific languages,
perhaps there is a ‘‘language-general categorization of
speech information’’~p. 56!. According to this view, the
ability of the infants in the Laskyet al. study to discriminate
the English voicing contrast, but not the Spanish, can be
explained as evidence that the English voicing contrast
comes closer to infants’ innate perceptual boundaries than
does the Spanish contrast. Kuhl proposes a model in which
‘‘acoustic space’’ is linear at birth, but the regions around
phonetic boundaries become warped as a result of language
experience during the first six months of life~Grieser and
Kuhl, 1989; Kuhl, 1991, 1993!. These variations, however,
fail to contradict the basic tenets of the universal theory. The
predominant view continues to rely on notions of innate,
universal boundaries as the starting point for human speech
perception, with some form of loss as the main mechanism
for developmental change.

The purpose of this brief report is to encourage recon-
sideration of the ‘‘universal’’ theory as it applies to infant
speech perception. The experiment reported here evolved
from efforts in this laboratory to extend findings and hypoth-
eses concerning the speech perception of children roughly
31

2 to 7 years to even younger listeners. This work has shown
that, at least for some phonetic distinctions, children in this
age range weight the various acoustic properties upon which
phonetic decisions are made differently than adults do~Nit-
trouer, 1992, 1996; Nittroueret al., 1998, 2000; Nittrouer
and Miller, 1997a, b; Nittrouer and Studdert-Kennedy,
1987!. This finding has been corroborated by others~e.g.,
Greenlee, 1980; Krause, 1982; Morrongielloet al., 1984;
Parnell and Amerman, 1978; Wardrip-Fruin and Peach,
1984!, who also report that when making the same phonetic
decision, children, compared to adults, pay more attention to
some acoustic properties and less attention to others. Com-
bining these two general findings~that infants are born with
innate phonetic boundaries and that children weight acoustic
properties differently from adults in making phonetic deci-
sions! led to an apparent contradiction: If indeed infants are
born with capacities to recognize all the phonetic contrasts in
their native language~i.e., the mechanism of maintenance
alone accounts for their presence into childhood!, how is it
that differences in phonetic decision-making are observed for
children and adults? The hypothesis that emerged was that
perhaps infants’ discrimination abilities are based on differ-
ent weighting strategies than those of adults. That is, even
though infants make the same discriminations as adults, the
way that they come to make these discriminations could be
different. Thus efforts were undertaken to examine the rela-
tive weighting of acoustic properties in infants’ phonetic de-
cisions.

The initial assumption was that infants would surely be
able to discriminate the contrast of interest. Much of the
work examining developmental shifts in perceptual weight-
ing strategies has been done using /s/-vowel versus /b/-vowel
contrasts, and Holmberget al. ~1977! showed that this con-
trast is well within the capabilities of 6-month-olds to dis-
criminate. So that contrast was selected for use with infants.
Quickly, however, it became clear that infants could not
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readily make this discrimination, even when all properties
covaried appropriately~e.g., when natural tokens were used!.
As a result, other contrasts were introduced that were pre-
sumed to be even more discriminable: specifically, two vow-
els from the corners of the vowel triangle and a VOT con-
trast. The focus of the study then shifted to examining the
‘‘universal theory.’’

A secondary goal of this work was to determine if in-
fants perform differently in their perception of speech when
synthetic signals are used instead of natural tokens. This
question arose largely from concern expressed informally
~e.g., in manuscript reviews! that children may perform dif-
ferently from adults in tests using synthetic speech because
children have less experience hearing these signals. The im-
plication of such statements has clearly been that children
perform worse with synthetic stimuli than they would with
natural stimuli. Eilerset al. ~1977!, on the other hand, sug-
gested that perhaps infants perform better with synthetic
stimuli than they would with natural stimuli because there is
no variation in acoustic properties across stimuli, save the
one on which the discrimination must be made.

Finally, in addition to infants, children just 3 years of
age participated in this study. In earlier work we have tested
children no younger than 31

2 years largely because younger
children do not perform well on the labeling tasks used.
However, in addition to difficulty with the task, it has ap-
peared that some of the poor performance of children in this
age range may actually be due to phonetic categories that are
more poorly specified for children than for adults. We
wanted to explore that possibility with a discrimination task,
using just slightly younger children than in our labeling ex-
periments.

II. METHOD

A. Participants

Two groups of children participated: 46 infants and 75
preschoolers. Infants were between the ages of 6 and 14
months. Several investigators have successfully used head-
turning procedures with infants up to 14 months of age~e.g.,
Eilers et al., 1977; Mooreet al., 1975!, and Kuhl ~1985!
states that it is appropriate for infants between 5.5 and 18
months. Preschoolers were between 2 years, 6 months and 3
years, 4 months. All children~infants and preschoolers! were
full-term births, with no prenatal or perinatal histories that
would put them at risk for language problems. All children
lived in homes with English as the only language. Children
were excluded if they had a sibling or parent with a speech or
language problem, or if they were not developing speech as
expected. Specifically parents were asked about two well-
recognized milestones, if the infant or preschooler was old
enough to have reached the milestone. Children must have
shown evidence of canonical babbling by nine months of age
and must have started using two-word utterances by two
years. All children were free from significant histories of
otitis media, defined as having no more than one episode
during the first year of life and no more than three episodes
total. All children passed a hearing screening of the frequen-
cies 0.5, 1.0, 2.0, 4.0, and 6.0 kHz presented free-field at 25

dB HL using either a visually reinforced headturning proce-
dure ~infants! or play audiometry~preschoolers!.

B. Stimuli

All stimuli were digitized at a 20-kHz sampling rate, and
low-pass filtered at 10 kHz.

1. Natural stimuli

Five sets of natural stimuli were made. Two sets con-
sisted of stimuli that differed only in the vowel, either /sÄ/
versus /su/ or /bÄ/ versus /bu/. Because relatively stable re-
gions of spectral information signal these contrasts they
should be readily discriminated. One set of stimuli consisted
of syllables with initial alveolar stops that differed in VOT,
/tÄ/ versus /dÄ/. This voicing contrast was included because
it has a long and thorough history of investigation, dating
back to the seminal work of Lisker and Abramson~1964!,
and it is widely accepted that infants~e.g., Eimaset al.,
1971! as well as nonhuman animals~e.g., Kuhl and Miller,
1978! can make VOT discriminations. Two sets of stimuli
differed only in fricative place of constriction, /sÄ/ versus
/bÄ/ and /su/ versus /bu/. Much of the earlier work in this
laboratory with 312- to 7-year-olds has focused on the /s/-/b/
contrast, and so we were particularly anxious to investigate
this contrast with younger listeners. For each set, three to-
kens of each syllable were obtained from the same speaker.
Using multiple tokens made it possible to present stimuli
with a roving standard and a roving comparison to ensure
that discrimination was based on phonetic change, rather
than on changes in other, irrelevant acoustic properties. At
the same time, restricting samples to those from one speaker
minimized factors that could interfere with the encoding of
speech by listeners~Jusczyket al., 1992!.

2. Synthetic stimuli

Synthetic versions of /su/ versus /bu/ and /sÄ/ versus /bÄ/
were prepared using a Klatt~1980! software synthesizer. The
fricative noises have been used in other labeling experiments
~Nittrouer, 1992, 1996; Nittrouer and Miller, 1997a, b!, had a
single pole, and were 230 ms long. The center frequency of
the /s/ noise was 3.8 kHz, and the center frequency of the /b/
noise was 2.2 kHz. Vocalic portions were 270 ms long, and
two portions were synthesized for each vowel: one with a
second-formant (F2) transition appropriate for /b/ and one
with an F2 transition appropriate for /s/. For the two /u/
portions, fundamental frequency (f 0) started at 120 Hz and
fell throughout to an ending frequency of 100 Hz. TheF1
was constant at 250 Hz, and the third formant (F3) was
constant at 2100 Hz. BecauseF3 was similar in frequency to
the pole of the /b/ noise, energy was present in this frequency
region across the entire syllable when the /b/ noise was used,
but not when the /s/ noise was used. Stevens~1985! has
suggested that one cue to fricative identity for /s/ versus /b/ is
the amount of amplitude change in theF3 region across the
noise/voicing boundary, and this cue was appropriately ma-
nipulated here. For both /u/ portions,F2 fell through the
entire portion to an ending frequency of 850 Hz. For /~s!u/,
F2 started at 1600 Hz; for /~b!u/, it started at 1800 Hz.1
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For the two /Ä/ portions, f 0 started at 100 Hz, and fell
through the portion to 80 Hz. For both /Ä/ portions, F1
started at 450 Hz and rose over the first 50 ms to a steady-
state frequency of 650 Hz.F3 remained constant at 2500 Hz.
Again this setting maintained the relative amplitude cue in
the F3 region described by Stevens~1985!. For both /Ä/
portions,F2 fell over the first 100 ms to a steady-state fre-
quency of 1130 Hz. For the /~s!Ä/ portion,F2 started at 1300
Hz; for /~b!Ä/, F2 started at 1500 Hz.

3. Hybrid stimuli

The vocalic portion of each of the three tokens of each
natural fricative-vowel syllable was separated from the frica-
tive noise, and combined with the synthetic /s/ and /b/ noise
such that the place of constriction specified by formant tran-
sitions matched that specified by the noise. Although one
purpose of this study was to compare discrimination of natu-
ral and synthetic stimuli, these hybrid stimuli were also in-
cluded because such tokens are frequently used in our testing
with children.

C. Equipment

All testing took place in a sound-attenuated chamber. A
one-way window connected the chamber with an adjacent
control room. A Madsen audiometer was used to screen hear-
ing. Speech stimuli were presented free field using a com-
puter, a Data Translation 2801A digital-to-analog converter,
a Frequency Devices 901F filter, a Tascam PA30-B ampli-
fier, and a JBL Control-1 speaker. A special purpose board
with two boxes attached to it controlled the presentation of
stimuli, recorded responses, and turned on reinforcers. One
box had three foot pedals attached to it which allowed the
experimenter in the chamber with the infant or preschooler to
start the presentation of standard stimuli, initiate trials of
comparison stimuli, and temporarily interrupt the presenta-
tion of all stimuli without the child or the second experi-
menter observing pedal presses.2 The other box had four but-
tons, and was in the control room. By pressing any one of the
buttons, the experimenter in the control room recorded that a
response had occurred and presented reinforcement. Rein-
forcement was provided by one of three Plexiglas boxes,
each containing a mechanical animal, or by a graphics moni-
tor that displayed brightly colored shapes. A total of ten me-
chanical animals was kept in stock, so they could be replaced
between visits for any one child. For infants, a supply of
quiet toys helped maintain forward eye gaze between trials.
For preschoolers, reinforcement was contingent on the press
of a large button, mounted on a board. The button was not
connected to anything, but when the child pressed it the ex-
perimenter in the control room recorded the response.

D. Procedures

Procedures were very similar to those of most studies
using a visually reinforced headturning procedure~e.g.,
Kuhl, 1985; Werker and Tees, 1984!. One experimenter~E1!
was in the chamber with the child and the child’s parent. The
arrangement in the chamber~shown in Fig. 1! was modified
slightly from that of other investigators, who often have the
child sit on the parent’s lap. We found that children were less

restless if they sat in a seat by themselves~a table-mounted
chair for infants; a high chair for preschoolers!.3 The child
sat across a table from E1, with the parent well off to the
side. The speaker and reinforcers were on the opposite side
of the table from the parent. A second experimenter~E2! was
in the control room.

The parent listened the entire time she was in the cham-
ber to monologues by a male radio personality~Garrison
Keillor!, presented over headphones. We found that at com-
fortable listening levels these monologues more effectively
masked the stimuli being presented than did music, probably
because thef 0’s of Garrison Keillor and of the stimuli
~whether natural or synthetic! were similar. E1 listened to the
stimuli during training phases, but listened to the mono-
logues during testing. E2 listened to the stimuli during train-
ing, but then simply switched off the speaker in the control
room so that stimuli were not heard during testing.

E1 used the foot pedals to initiate the presentation of the
standard stimulus, and to introduce trials. Stimuli were pre-
sented at a peak intensity of 68 dB SPL, at a rate of one
every 2 s. The presentation level was selected based both on
Dobie and Berlin’s~1979! report that a normal conversa-
tional level is between 65 and 70 dB SPL, and on Nozza’s
~1987! demonstration that infants’ discriminations were
more successful at a level close to 70 dB, rather than at the
lower levels of 50 to 60 dB commonly used~e.g., Eilers
et al., 1977; Werkeret al., 1981!. Three stimuli were pre-
sented during each comparison trial~i.e., 6-s trials!, and
stimulus presentation returned to the presentation of the stan-
dard if no response occurred. E2 pressed a button in the
control room if she judged that a response had occurred~i.e.,
headturns on the part of infants or button-presses on the part
of preschoolers!. If the response was to a change trial, rein-
forcement lasting 3 s was presented.

Children were scheduled to participate in up to four ses-
sions, over as many consecutive days.4 One contrast was
presented per session, although no one child received more
than two phonetically different contrasts~see later in this
work!. During training, all trials were change trials. For pre-
schoolers, training was straightforward: the task was ex-

FIG. 1. Arrangement of booth during testing. C5child; P5parent; E1 and
E25experimenters.
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plained, and they were given the training trials. For infants,
training procedures required traditional conditioning. Ini-
tially, reinforcement was presented after the first presentation
of the stimulus during the change trial~causing the infant to
turn to look!, but gradually the presentation of reinforcement
became contingent on a headturn. To pass training, a child
had to respond to three consecutive change trials with no
prompting. Twenty trials were provided in which to meet
this criterion. Again, the fricative contrast was anticipated to
be the most difficult of the three contrasts used, and Holm-
berget al. ~1977! reported that it required an average of 11.2
trials for infants to train on this contrast. Consequently, it
seemed reasonable to expect infants and preschoolers to train
on these contrasts within the 20-trial limit, if they were going
to train at all. For both infants and preschoolers, the training
phase was also used to decrease the probability of false posi-
tives. For those children who initially demonstrated frequent
false-positive responses, the interval between change trials
was deliberately lengthened, thus diminishing those re-
sponses~Werker and Tees, 1984!.

During testing, 15 trials were presented: ten change and
five no-change. The criterion for passing a test phase was to
get eight of ten correct responses to change trials, with no
more than one response during no-change trials. This crite-
rion is similar to that of Werker and Tees~1984!.

Only E2 had a vote in deciding if a response had oc-
curred. This experimenter was unaware of when a trial was
occurring because that was controlled by E1. In many studies
with infants, two experimenters must judge that a headturn
occurred for it to be considered a response, although the use
of just one judge for these decisions is not novel~e.g.,
Hirsch-Paseket al., 1987; Werker and Tees, 1984!. The de-
cision to base reinforcement on the judgment of a headturn
by just one experimenter was related to the choice of ratios
for change/no-change trials. We used a 2/1 ratio of change/
no-change trials, instead of the more common 1/1 ratio~i.e.,
five change and five no-change trials! ~Kuhl, 1985!.5 We
chose to implement the higher ratio of change/no-change tri-
als because the use of a 1/1 ratio gives the same weight to a
lack of a headturn for a no-change trial as to a headturn for a
change trial. Thus, even if 90% correct responses are re-
quired to satisfy the test criterion, a child need only respond
to four changes~out of ten trials! to satisfy that criterion; that
is, simply failing to turn one’s head in the presence of five
no-change trials would count as five correct responses. We
wanted to see stronger evidence of the child responding in
the presence of a change in stimulus. However, there was
one drawback to using this stricter criterion. With this higher
ratio of change/no-change trials, the probability of a trial
being a change trial increased, so the experimenter who
knew if a trial was occurring~E1! might be biased to vote
that a headturn had occurred. Thus, that experimenter did not
get a vote.

1. Infants

Half the infants heard a vowel contrast first and half
heard the VOT contrast first. Of the infants hearing the
vowel contrast first, half of them heard the contrast with
syllable-initial /b/ and half heard it with /s/. Also, the vowel

that was the standard and the vowel that was the comparison
~/Ä/ or /u/! varied across infants. Those infants who met the
test criterion for this first contrast were next presented with a
fricative contrast using natural tokens, on the second day.
For those infants who first heard a vowel contrast, the syl-
lable that had served as the comparison for that contrast re-
mained the comparison for the fricative contrast. For ex-
ample, if an infant heard the vowel contrast /sÄ/ versus /su/
~with /su/ as the comparison!, then the infant heard the fri-
cative contrast /bu/ versus /su/~again with /su/ as the com-
parison!. This was done because it cannot be known whether
the child is responding to a change in stimuli, or to the pres-
ence of the stimulus associated with reinforcement. If the
latter, contingencies would not change for the infant from the
vowel contrast to the fricative contrast. The fricative con-
trasts presented to infants hearing the VOT contrast first
were randomly assigned. Every infant who met the test cri-
terion for the natural fricative contrast was subsequently pre-
sented with a synthetic fricative contrast, on the third day,
and the synthetic fricative-vowel syllables used with any one
child remained the same as those of the natural contrast.
Infants who met the test criterion for their first contrast, but
failed to meet it for the natural fricative contrast, came back
on the third day to repeat the first contrast. Infants who met
the test criterion for these synthetic fricative stimuli were
dismissed. Infants who did not meet the criterion would re-
turn for a fourth day, to be retested with the natural fricative
stimuli.

2. Preschoolers

The focus of investigation with preschoolers was on fri-
cative perception, and so the VOT contrast was not used. All
preschoolers heard a vowel contrast on the first day of test-
ing. Those who met the test criterion with vowels were pre-
sented with a fricative contrast on the second day. As with
infants hearing the vowel contrast first, testing for any one
child was planned so that the comparison stimulus remained
the same across all contrasts. The kind of fricative stimuli
first presented~natural, synthetic, or hybrid! was randomly
varied across preschoolers. Children who heard natural or
hybrid stimuli for the first fricative contrast, and met the test
criterion, returned for a third day of testing with the synthetic
fricative contrast. In this way we could ask if synthetic
speechper sepresents problems for children. As with in-
fants, preschoolers were retested with the last contrast on
which they were successful, if they failed to meet the crite-
rion for a contrast.

For all children then, except those infants hearing the
VOT contrast first, the phonetic structure of the stimulus
associated with reinforcement remained constant across all
conditions.

III. RESULTS

A. Infants

Of the 23 infants tested with a vowel contrast, 15~65%!
met the test criterion.6 Of the 23 infants tested with the VOT
contrast, eight~35%! met the test criterion. Of the 15 chil-
dren who were able to do the vowel contrast, six~40%! were
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subsequently successful with the natural fricative contrast.
The nine who were not successful with the fricative contrast
were all able to meet the test criterion for the vowel contrast
when retested. All six infants who could discriminate the
natural fricative contrast were also able to discriminate the
synthetic fricatives. None of the eight infants who were suc-
cessful with the VOT contrast were able to discriminate the
natural fricatives, but all were able to discriminate the VOT
contrast when retested.

B. Preschoolers

Forty-two preschoolers~56%! were successful with the
vowel contrast. One of those children did not participate in
further testing due to illness. Of the remaining 41 children
tested with one of the three fricative contrasts, 24~59%!
were successful. There were no differences among the pro-
portions of children who succeeded with the natural, syn-
thetic, and hybrid stimuli. The 17 preschoolers who did not
discriminate the fricative contrast were able to perform the
vowel contrast when retested. All children tested with the
natural or hybrid stimuli first were subsequently able to dis-
criminate the fricative contrast with synthetic stimuli.

IV. DISCUSSION

The data reported here were originally collected as part
of what was to be a pilot experiment, developing methods for
investigating the weighting strategies of infants for the vari-
ous acoustic properties that define linguistic segments. In
line with the work that has been done with 31

2- to 7-year-olds,
the plan was to manipulate the acoustic structure of fricative-
vowel syllables to examine whether infants base discrimina-
tion judgments more on differences in the fricative noise or
on differences in formant transitions. However, the principal
experiment was never conducted because infants and 3-year-
olds demonstrated unreliable results discriminating even
clear tokens of fricative-vowel syllables, regardless of
whether the fricative or vowel differed within the pair, as
well as unreliable results for stimuli differing in voicing.7 To
ask the question of how much weight is given to each acous-
tic property in discrimination decisions would require ma-
nipulations of the stimuli that would make them somewhat
perceptually ambiguous. There is every reason to believe that
such manipulations would render stimuli undiscriminable,
even for the infants and 3-year-olds who did discriminate
these clear tokens.

What is left then are these sparse data demonstrating
how difficult it is for infants, and even children as old as 3
years, to discriminate speech stimuli based on phonetic cat-
egory. It is, of course, tempting to dismiss these results by
suggesting that the success rates were low because of poor
procedures. However, the success rates reported here are not
different from those reported by others who report success
rates for infants. Jusczyk and colleagues always report attri-
tion, and they generally dismiss 40% to 45% of the infants in
their studies due to ‘‘fussiness’’~e.g., Bertonciniet al., 1988;
Jusczyket al., 1992; Levittet al., 1988!. ~Other infants may
be dismissed for other reasons, as well.! The implicit as-
sumption of that work is that infants dismissed due to fussi-

ness would have had similar success rates as those of the
nonfussy infants, if only they had not been fussy. In our
work with children 31

2 to 7 years of age, however, we have
not found that to be the case. We find that children may
become uncooperative precisely because they cannot dis-
criminate the stimuli presented: If these children return to the
laboratory on a different day they usually become uncoop-
erative with the same or similar stimuli, but if presented with
stimuli that are not minimal pairs, these same children coop-
erate and perform the task appropriately. While we cannot
conclusively draw a parallel from those findings with older
children to work with infants, it would be inappropriate to
assume that the dismissed infants would have performed as
the infants who were not dismissed.

Another reason to discount the notion that procedures
might have been nonoptimal, accounting for the low success
rate, is that success rates differed across contrasts. If proce-
dures accounted for a large proportion of variance in success
rates, we would have expected those rates to be similar
across contrasts. Of particular interest was the low propor-
tion of infants who reached criterion on the VOT contrast.
The English /dÄ/ versus /tÄ/ contrast has been used exten-
sively to support the argument that the auditory system pro-
vides regions of enhanced sensitivity along some psycho-
physical continua, and those regions form natural boundaries
between phonetic classes~e.g., Kuhl, 1981; Kuhl and Miller,
1978; Sinex and McDonald, 1989; Sinexet al., 1991!. This
study was unable to address the notion of enhanced sensitiv-
ity, but clearly infants were not as successful at discriminat-
ing stimuli differing in VOT as the notion suggests they
should have been.

Finally, the fact is that it is simply not that difficult to
institute a headturning procedure with infants or a button-
pressing procedure with 3-year-olds. These procedures are
used routinely in audiology clinics to measure auditory
thresholds in infants and 3-year-olds. In those settings, the
procedures have proven to be fairly robust to variations in
procedures, and so it was that screening children’s hearing in
this study presented no problems.

A minor conclusion drawn from this work was that in-
fants and preschoolers are perfectly capable of perceiving
synthetic speech. There was not one instance in which a
child was able to discriminate a contrast with natural or hy-
brid stimuli, but unable to do so with synthetic stimuli.

Overall these results fail to provide support for claims
that universal phonetic boundaries are in place at birth. It is
emphasized that the findings of this study do not really differ
from those of others: success rates are similar across studies.
What differs is the willingness of authors to use the results to
support claims of innate phonetic boundaries. In fact, some
earlier studies provide evidence that could be taken to refute
overtly such claims. Again, Eimas and Miller~1980! found
that infants could discriminate between stimuli that both fell
within an adult phonetic category, and Laskyet al. ~1975!
found that infants failed to discriminate between tokens that
fell into different categories. In sum, the data across experi-
ments do not support the proposition that infants have clearly
established phonetic categories, separated by well-defined
boundaries. As a field, it is important for us to bear this point
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in mind because the nature of the processing that we attribute
~or fail to attribute! to infants affects the questions we ask
about the speech perception of older listeners. Perhaps we
should not even be asking if infants have well-formed pho-
netic categories, separated by boundaries, but rather if any
language users do. In other words, the very concept of cat-
egories, and even more so of boundaries, needs to be recon-
sidered.

The concept of phonetic boundaries arose from the early
categorical studies using synthetic signals in which articula-
torily and acoustically impossible speech sounds were con-
structed by manipulating a single dimension of the signal,
while holding all other dimensions constant. Boundaries
were, and remain, a statistical term: they are defined as the
points on the distributions where half of the responses are for
one phonetic category and half are for another phonetic cat-
egory. In the early studies, this statistical term helped inves-
tigators to describe the acoustic correlates of phonetic seg-
ments. In more recent studies, the term helps us to
understand how multiple properties influence phonetic deci-
sions. For example, we can examine how the boundary along
an acoustic continuum of one property shifts when another
property is manipulated, and so understand better the nature
of effect of these two properties. However, we have no evi-
dence that boundaries exist in the natural world, or any ac-
count of how or why they might have evolved by natural
selection. To extend to them any degree of psychological
reality is unsupportable, and deleterious to efforts to under-
stand how phonetic structure is indeed instantiated and re-
trieved from the speech signal.
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1Throughout this manuscript, the fricative shown in parentheses indicates
the one for which theF2 transition was appropriate.

2Although the capability to interrupt the presentation of stimuli during test-
ing existed, it was rarely used. It was there merely as an option, in case it
would be needed if the infant were to spit up, have a serious episode of
coughing, or such.

3Investigators who have difficulty using a headturning task with infants
older than 12 months typically do so for one of two reasons, according to
Kuhl ~1985!: either the infant becomes restless sitting on the parent’s lap or
the infant wants to look for the mechanical animal in the Plexiglass box,
producing frequent false-positive headturns. The first of these concerns was
eliminated by our use of an infant chair, and the second concern was elimi-
nated by the training procedure, to be discussed.

4As it turned out, no child had to attend more than three sessions.
5In fact, ratios of change/no-change trials as high as 3/1 have been used
successfully~Moore et al., 1975!.

6It will not be specified here whether children failed to pass the training or
the testing phase. In the end, it does not matter because in either case the
child was judged not to discriminate the stimuli in the contrast.

7The lessons learned from this experiment did help to develop adaptive
procedures that were used with 3 year olds~mean age 3 years, 7 months! to
explore their perceptual weighting of some acoustic cues in speech percep-
tion ~Nittrouer, 1996!.
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I. INTRODUCTION

The way in which we perceive speech sounds depends
on the properties of our native language. This phenomenon
has been noticed by linguists~Sapir, 1921; Polivanov, 1931!,
and has been investigated by psycholinguists mostly for seg-
mental categories. For instance, Japanese participants map
the English /r/ and /l/ onto a single /T/ category and have
trouble discriminating between these English segments
~Goto, 1971; Miyawakiet al., 1981!. The impact of the
mother tongue on the perception of speech segments has
attracted considerable attention among psycholinguists, and
several models have been proposed to account for it. Some
of these models propose that infants learn to focus their at-
tention onto the acoustic cues that are most relevant for their
language~Jusczyk, 1993; Nusbaum and Goodman, 1994!.
Other models postulate the existence of an abstract,
language-specific, phoneme detector that segments the con-
tinuously varying acoustic signal into discrete categories.
According to these models, non-native segments that are
close enough to a segment in the native language are assimi-
lated to it; consequently, two non-native segments that are

assimilated to the same native category will be very difficult
to distinguish~Best, 1994; Flege, 1995; Kuhl, 2000!. Several
researchers have focused on the age at which this phonologi-
cal processing level is fixed~Werker and Tees, 1984; Best,
McRoberts, and Sithole, 1988; Kuhlet al., 1992; Jusczyk
et al., 1993!, the extent of individual variability in late learn-
ers ~Flege, MacKay, and Meador, 1999!, and the possible
effect of extensive training~Lively, Logan, and Pisoni, 1993;
Francis, Baldwin, and Nusbaum, 2000!. Hence, this line of
research relates to theoretical questions regarding brain plas-
ticity and the existence of a critical period. Moreover, it has
practical implications concerning the development of train-
ing procedures for second language learning.

Languages differ not only in their repertoire of pho-
nemes, but also in their suprasegmental properties: some use
tones~Mandarin!, pitch accent~Japanese!, length ~Finnish!,
or stress~Spanish! to make lexical distinctions; others do not
use any of these suprasegmental properties to distinguish
lexical items~French!. The impact of this type of variation
has been studied less extensively, and its incorporation into
models of speech processing and acquisition is still awaited.
As to the perception of stress, Dupouxet al. ~1997! found
that native speakers of French, a language with fixed word-
final stress, have difficulties with the discrimination of non-
words that differ only in the position of stress~e.g.,@vásuma#
vs @vasúma# vs @vasuma´#!. Spanish listeners, by contrast, do
not have any difficulties, stress being contrastive in their lan-
guage. More research has focused on the perception of tone

a!Portions of this work were presented in ‘‘Perception of stress by French,
Spanish, and bilingual subjects,’’ Proceedings of EuroSpeech ’99, Buda-
pest, September 1999, Vol. 6, pp. 2683–2686.

b!Electronic mail: dupoux@lscp.ehess.fr.
c!Electronic mail: sharon@lscp.ehess.fr
d!Electronic mail: nsebastian@psi.ub.es
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by speakers of nontonal languages. For instance, it has been
shown that English listeners have difficulties with the per-
ception of Mandarin Chinese tones~Kiriloff, 1969; Bluhme
and Burr, 1971; Wanget al., 1999!. Wang et al. ~1999!
showed that American students with one or two semesters in
Mandarin correctly identified the four tones in only 69% of
the cases. After extensive training, this performance jumped
to 90% correct, but still only one out of the eight participants
attained native-like performance. Gandour~1983! compared
the perception of tone by speakers of English and four tone
languages. Compared to the speakers of the latter, the En-
glish participants paid more attention toF0 and less to con-
tour information in order to identify tones. Finally, Lee and
Nusbaum~1993! found that Mandarin but not English listen-
ers are slowed down by an irrelevant change in pitch level
when they make a segmental classification. In other words,
native speakers of Mandarin perceive pitch and segmental
information in an integral fashion, whereas the two dimen-
sions are perceived as orthogonal by native speakers of En-
glish.

In this paper, we focus on the perception of stress. Un-
like some of the tonal and segmental contrasts, stress con-
trasts have massive acoustic correlates~duration, F0, and
energy!; it is, therefore, surprising that French participants
have any problem at all with the perception of stress. Indeed,
informal testing suggests that the acoustic correlates of stress
are salient enough for listeners to have little difficulty in an
identification paradigm similar to that used in Wanget al.
~1999! for the perception of tones. Dupouxet al. ~1997! re-
ported that when tested with a standard AX discrimination
task, French participants hadno detectable problem with the
stress contrast. It is only when a more demanding task was
used~such as ABX with talker changes! that French partici-
pants began to have problems with stress. This suggests two
things. First, unlike what happens with the perception of con-
sonants for which within-category discrimination is very dif-
ficult, French listeners can use the acoustic stress cues in
order to perform standard discrimination tasks flawlessly.
Second, French listeners are nevertheless ‘‘deaf’’ to stress
contrasts at a more abstract processing level, which is re-
vealed only with tasks that are more demanding as far as
memory and perceptual resources are concerned. Our aim in
this paper, then, is to explore more systematically the effect
of these variables in order to build a more robust paradigm to
study stress ‘‘deafness.’’ Importantly, we require our para-
digm to give individual results, such that the study of stress
perception in special populations~for instance bilinguals,
second language learners, or trained monolinguals! becomes
possible.

In the ABX paradigm used in Dupouxet al. ~1997!, par-
ticipants heard three successive items in three different
voices, and had to judge whether the third item was identical
to the first or to the second one. This task required a short-
term working memory buffer because the decision had to be
delayed until the final stimulus was heard. Furthermore, the
stimuli A, B, and X were pronounced by three different talk-
ers. This phonetic variability made an acoustically based re-
sponse strategy more difficult to use than in a standard
single-token AX paradigm. In the present study, we set up a

short-term memory task and we manipulate both memory
load and phonetic variability in order to find the most effec-
tive combination for a robust stress deafness effect to arise.

It should be noted that the ABX task used in Dupoux
et al. ~1997! was probably not optimal. First, the observed
deafness was far from being total. For instance, in experi-
ment 1, French participants made 20% errors in the stress
contrast, whereas Spanish participants made only 4% errors.
This difference was highly significant~p,0.001 both by
items and participants!, but still, the French participants per-
formed much better than chance~50%!. This might mean
either that participants relied on some residual phonological
representation of stress, or that the ABX paradigm was not
demanding enough and allowed for alternative strategies in-
volving an acoustic level of representation. In this paper, we
evaluate whether French participants perform significantly
better than chance across the several versions of our new
paradigm.

Second, the results showed considerable individual vari-
ability, and an inspection of the distribution of individual
errors in the stress discrimination task for French and Span-
ish participants revealed a substantial overlap in the distribu-
tion of errors across the two populations. That is, some
French participants were as good as typical Spanish partici-
pants~three French participants made less than 5% errors!,
while, conversely, some Spanish participants were as bad as
many of the French participants~one Spanish participant
made 15% errors!. This overlap might be due to the fact that
some French participants succeeded in representing stress
phonologically, while some Spanish failed; alternatively, it
might be due to noise in the experimental method. In the
present experiments, we compute the overlap in individual
results across populations as well as the reliability of the
effects, in order to tease apart the variation due to the par-
ticipants from the variation due to the method.

To sum up, we propose to study the perception of stress
contrasts in French and Spanish participants using a short-
term memory task. The same task is used in all experiments.
In the experiments, we compare the recall performance of a
stress contrast with that of a control phonemic contrast,
across different levels of memory load. Experiments differ in
the amount of phonetic variability that is introduced in the
stimuli tokens. In experiment 1, we use different tokens spo-
ken by the same talker for each item. Experiments 2 and 3
add variability on the mean pitch by using speech resynthe-
sis. Experiment 4 uses tokens from two talkers, and experi-
ment 5 uses, as a control, a single token for each item. In all
these experiments, we perform a group analysis in which we
compare performance in the stress contrast to performance in
the control phonemic contrast as well as to chance perfor-
mance. We also analyze individual data by evaluating the
overlap between the French and Spanish populations. Fi-
nally, we assess the reliability of the paradigm by computing
a split-half reliability index for each experiment.

II. EXPERIMENT 1

The experiment was divided into two parts. In each part,
participants were required to learn two CVCV nonwords that
are a minimal pair differing only in one phonological dimen-
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sion, i.e., place of articulation of the second consonant or
location of stress. In each part, participants were taught to
associate the two nonwords to the keys@1# and @2#, respec-
tively, of a computer keyboard. After some training with an
identification task, participants listened to longer and longer
random sequences of the two items, which they were re-
quired to recall and transcribe as sequences of@1# and @2#.
The phonemic contrast in the first part was meant to be
equally easy for speakers of French or Spanish, and was used
to establish baseline performance. In order to diminish the
likelihood that participants use recoding strategies, the
stimuli were short and the tokens in the sequences were sepa-
rated from one another by a very short interval. Moreover, in
order to prevent participants from using echoic memory, ev-
ery sequence was followed by the word ‘‘OK’’~Morton,
Crowder, and Prussin, 1971; Morton, Marcus, and Ottley,
1981!.

In this experiment, some phonetic variability was
present in that each word was instantiated by one of six
acoustically different tokens. Moreover, memory load was
manipulated by an increase of the sequence length from two
to four and eventually six. We predicted that French partici-
pants should make many more errors in the stress than in the
phoneme condition, whereas Spanish participants should
have a similar performance in both conditions.

A. Method

1. Materials

Two minimal pairs were constructed, one involving a
segmental contrast, i.e.,@túku, túpu#, and the other one in-
volving a stress contrast, i.e.,@pı́ki, pikı́#. All items are non-
words in both French and Spanish. They were recorded ten
times each by a female trained phonetician who is a native
speaker of Dutch. Six recordings of each word were selected.
Their mean duration was 491 ms. In addition, the word
‘‘OK’’ was recorded once by a male talker. All recorded
items were digitized at 16 kHz at 16 bits, digitally edited,
and stored on a computer disk.

The mean durations of the tokens with the phonemic and
the stress contrast were 345 and 351 ms, respectively. As to
the tokens with the stress contrast, stressed vowels were on
average 20 ms longer than unstressed vowels, a significant
difference@F(1,10)514.5, p,0.003#. Stressed vowels also
had a higher pitch than unstressed vowels; in particular, the
maximumF0 value of the stressed vowels was on average
45.3 Hz higher than that of the unstressed vowels, corre-
sponding to a significant difference of 3.9 semitones
@F(1,10)5441, p,0.001#. Finally, stressed vowels were on
average 1.6 dB louder than unstressed vowels, again a sig-
nificant difference@F(1,10)520.6,p,0.001#.

For each minimal pair three experimental blocks were
constructed, each containing eight sequences of the two non-
words. The first block contained two-word sequences, the
second block contained four-word sequences, and the third
block contained six-word sequences. There are four logically
possible two-word sequences, which each appeared twice in
the first block. In the other two blocks, the eight sequences
were all different. Out of the 16 possible sequences of four
repetitions, eight among the most varied ones were selected,

making up the second block. For instance, 1211, containing
one transition from 1 to 2 and another one from 2 to 1, has
more variation than 2111, containing only a transition from 2
to 1. There are six possible sequences with two transitions,
which were all selected for the second block. Two sequences
with one transition were selected to complete this block.
Similarly, out of the 64 possible sequences of six repetitions,
eight were selected for the third block; four of these con-
tained three transitions and four contained four transitions.
~The maximum number of transitions, five, gives rise to the
completely regular, hence easy, patterns 121212 and
212121.! All selected sequences are listed in the Appendix.
The overall design was 23233: language3contrast
3sequence length.

2. Procedure

Participants were first tested on the minimal pair con-
taining the phonemic contrast. Participants were told that
they were going to learn two words in a foreign language.
They could listen to the various tokens of these two words by
pressing the number keys@1# and @2# as many times as they
wanted. The nonword@túku# was associated to key@1#, while
its counterpart@túpu# was associated to key@2#. Pressing
each one of these keys resulted in the playing of one token of
the corresponding word. Subsequently, it was verified that
participants had learned the distinction between the two
words as well as the correct association between the words
and the number keys. That is, they heard a token of one of
the items and had to press the associated key,@1# or @2#. A
message on the screen informed participants whether their
responses were correct. The message was ‘‘OK!’’ or ‘‘ER-
ROR!,’’ and was displayed for 800 ms. We defined a success
criterion of five correct responses in a row. After having
reached this criterion, participants turned to the main experi-
ment.

During the test, participants listened to 24 sequences
constituted by repetitions of the two words, divided into
three blocks as described above. Their task was to reproduce
each sequence by typing the associated keys in the correct
order. For each participant, the order of the eight sequences
in each block was randomized, and each item was instanti-
ated randomly by one of the six recorded tokens. In order to
diminish the likelihood that participants mentally translate
the words into the associated numbers while listening to the
sequence, the silent period between the items in a sequence
was kept very short, i.e., 80 ms. Each trial consisted of a
sequence followed by the word OK, and participants could
not begin typing their response until they had heard this
word. Participants did not receive feedback as to whether
their responses were right or wrong. A 1500-ms pause sepa-
rated each response from the next trial.

The whole procedure was repeated with the minimal
pair containing a stress contrast. The nonword with stress on
the first syllable,@pı́ki#, was associated to key@1#, while its
counterpart with stress on the second syllable,@pikı́#, was
associated to key@2#.

On average, the entire experiment lasted about 15 min.
Responses were recorded on a computer disk and classified
as follows. Responses that were a 100%-correct transcription
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of the input sequence were coded as correct; all other re-
sponses were coded as incorrect. Among the incorrect re-
sponses, those that were a 100%-incorrect transcription—
i.e., with each token of the sequence labeled incorrectly—
were coded asreversals. Participants with more reversals
than correct responses in either the phoneme or the stress
condition were rejected, the high percentage of reversals sug-
gesting that they might have confused the number key asso-
ciated with the first item with the one associated with the
second item.

3. Participants

Twelve native French speakers, aged between 20 and 38,
and 12 native Spanish speakers, aged between 18 and 21,
were tested individually. None of the participants had a
known hearing deficit. Two additional French participants
and one additional Spanish participant were tested and ex-
cluded from the results on the basis of the rejection criterion
defined above. For both French participants, the reversals
outnumbered the correct responses in the case of the stress
contrast, while the Spanish participant had too many rever-
sals with the phoneme contrast.

B. Results

Error rates for French and Spanish participants for the
phonemic and the stress contrast as a function of sequence
length are shown in Table 1.

These data were subjected to an analysis of variance
~ANOVA ! with the between-participant factor language
~French vs Spanish!, and within-participant factors contrast
~phoneme vs stress! and sequence length~2 vs 4 vs 6!. As
predicted on the basis of the results in Dupouxet al. ~1997!,
there was a significant interaction between language and
contrast@F(1,22)511.3,p,0.003#. This interaction was due
to the fact that there was an effect of contrast for French
participants, with stress yielding more errors than phoneme
@F(1,11)513.7, p,0.003#, but not for Spanish participants
@F(1,11),1, p.0.1#. Post hoccomparisons indicated a sig-
nificant effect of contrast in French participants for sequence
lengths 4 and 6~Bonferroni-correctedp50.024 and p
50.03, respectively!, but not for sequence length 2
~Bonferroni-correctedp50.27!. However, there was no sig-
nificant interaction between length and contrast@F(2,22)
51, p.0.1#. The Spanish participants showed no significant
difference between phoneme and stress at any length (p
.0.1).

For the French participants, we compared the percentage
of correct responses with the stress contrast to chance per-
formance at each sequence length. The chance level is de-
fined as the probability of making acorrect response by re-
sponding randomly. According to the binomial law, it is
equal to 1/2n with n being the sequence length. The chance
level is thus 1/4525% at length 2, 1/1656% at length 4,
and 1/6452% at length 6. For the comparisons, we ran one-
tailed t-tests. The comparisons were significant at each
length ~Bonferroni-correctedp,0.001!. The overall perfor-
mance across lengths was significantly better than chance
@F(1,11)562.30,p,0.0001#.

For each participant, the difference score is defined as
the percentage of errors with the stress contrast minus the
percentage of errors with the phoneme contrast. Theoverlap
between populations is defined as the percentage of partici-
pants whose difference scores lie in the area that is common
to both distributions. In this experiment, the overlap was
83%. Next, we compute theoptimal classification scoreas
follows. First, we establish an arbitrary separation criterion
in the range of the observed difference scores. Second, we
classify the individual participants based on their difference
scores: all participants with a difference score higher than the
separation criterion are classified as French, whereas all par-
ticipants below the criterion are classified as Spanish. Third,
we compute the percentage of participants that are correctly
classified according to such a criterion. Fourth, the optimal
classification score is now defined as the separation criterion
that yields the best classification score. In this experiment,
the optimal classification score was 79.2%. That is, if we
tried to guess the mother tongue of individual participants
based on their results in the experiment, we would correctly
classify 79.2% of the participants as either French or Span-
ish.

Finally, to run a reliability test, we split the data of each
participant in two halves in the following way: for each con-
trast and each sequence length, the first four responses of the
participant were put in bin 1 and the final four responses
were put in bin 2. We derived a difference score
(stress minus phoneme) for these two bins, and ran a corre-
lation analysis across participants. The correlation coefficient
r between the two halves was 0.696 (p,0.001).

C. Discussion

As predicted, French participants had significant diffi-
culties with the stress contrast compared to the phoneme
contrast, whereas Spanish participants had equal perfor-
mance with the two contrasts. The difficulty with stress in
the French was significant only with length 4 and 6, although
there was a numerical trend in the same direction at length 2.
Note also that the interaction between sequence length and
contrast was not significant, which suggests that the three
sequence lengths are not qualitatively different. We also
found, as in Dupouxet al. ~1997!, that the mean performance
with the stress contrast was significantly better than chance;
this was true at all sequence lengths.

In order to compare the robustness of the present para-
digm with the ones used previously, we reanalyzed experi-

TABLE I. Percent error with phoneme and stress contrast as a function of
sequence length for 12 French and 12 Spanish participants in experiment 1.

Sequence length 2 4 6 Mean

French
Phoneme 6.3% 11.3% 43.8% 20.5%
Stress 18.8% 38.6% 72.3% 43.2%

Spanish
Phoneme 8.3% 14.6% 61.5% 28.1%
Stress 1.0% 16.7% 58.3% 25.3%
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ments 1 and 3 of Dupouxet al. ~1997! that used the ABX
discrimination paradigm~see Table II!.

As seen in Table II, the robustness of the results in the
present experiment was actually weaker than that obtained in
experiment 1 in Dupouxet al. ~1997!. Indeed, the overlap of
the two distributions of scores for the Spanish vs the French
participants was larger in the present experiment than in ex-
periment 1 of Dupouxet al. Moreover, the reliability of the
present experiment was also smaller. Nevertheless, the re-
sults of the present experiment were encouraging for the fol-
lowing reasons:

First, our experiment used only one talker with limited
phonetic variability; this may have allowed the French par-
ticipants to rely on acoustic information to discriminate and
classify the two stress patterns. In contrast, experiment 1 and
3 in Dupouxet al.used three talkers. In our next experiment,
we introduce more phonetic variability by way of pitch ma-
nipulation. Second, the present experiment has only 40 data
points per participant, whereas experiments 1 and 3 of Dup-
oux et al. ~1997! used 96 data points. This might explain the
weaker reliability of our experiment. In experiments 3 and 4
of the present series, we increase the number of sequences in
order to have a more comparable data set. Finally, the score
that we derived in our experiment is relative to a baseline.
By contrast, in experiment 1 in Dupouxet al., the scores
were absolute error rates for a stress contrast. Absolute
scores have intrinsically lower errors of measurement than
difference scores, since in the latter the error of measurement
appears twice. However, the absence of a baseline induces a
potential confound with population sampling biases. Indeed,
irrelevant variables such as age, IQ, or motivation can ob-
scure or erroneously increase differences in the mean perfor-
mance in a task across two populations of participants.
Therefore, a within-participant design with a control baseline
is preferable. In fact, a comparison between experiment 3 of
Dupouxet al. ~1997!, which also uses a baseline condition,
and the present experiment reveals much more similar ro-
bustness and reliability of the two paradigms. Therefore, we
had good reasons to hope that the present paradigm could be
modified such as to become more robust and reliable than the
ABX discrimination task.

III. EXPERIMENT 2

This experiment was a replication of experiment 1 with
only one change: we introduced a variation in the pitch of the
tokens through speech resynthesis. These changes were only

plus or minus 5% of the original pitch. We expected that this
modification would make it difficult for the French partici-
pants to rely on an acoustic representation. By contrast, pitch
variations alone should not affect the Spanish participants
too much, since Spanish speakers represent stress abstractly
in the phonological representation. We thus predicted a larger
difference between the two populations than in experiment 1.

A. Method

1. Materials

The same nonwords as those in experiment 1 were used.
However, pitch variation was obtained in the various tokens
by means of a resynthesis algorithm in the waveform editor
COOL96,1 with the percentages 105, 103, 101, 99, 97, and 95,
respectively.

2. Procedure

The procedure was the same as in experiment 1, with
one modification: within each sequence, a single token could
not appear more than once.

3. Participants

Twelve native French speakers, aged between 20 and 40,
and 12 native Spanish speakers, aged between 18 and 21,
were tested individually. None of the participants had par-
ticipated in experiment 1, and none had a known hearing
deficit. Three additional French speakers were tested and ex-
cluded from the results, due to too many reversals among
their responses with the stress contrast.

B. Results

Error rates for French and Spanish participants for the
phonemic and the stress contrast as a function of sequence
length are shown in Table III.

These data were subjected to an ANOVA with the
between-participant factor language~French vs Spanish!, and
within-participant factors contrast~phoneme vs stress! and
sequence length~2 vs 4 vs 6!. As in the previous experiment,
there was a significant interaction between language and
contrast@F(1,22)517.3,p,0.001#. The interaction was due
to the fact that there was an effect of contrast for the French
participants@F(1,11)577.8,p,0.001#, but not for the Span-
ish participants@F(1,11),1, p.0.1#. Post hoccomparisons
indicated a significant effect of contrast in the French partici-

TABLE II. Separation of responses to stress discrimination in French versus Spanish participants in experiment
1 and 3 in Dupouxet al. ~1997! and in experiment 1 of the present series.

Stress errors
Dupouxet al. ~1997!

Experiment 1

Stress-phoneme score
Dupouxet al. ~1997!

Experiment 3
Stress-phoneme score

Experiment 1

Number of trials 96 96 24
Number of participants 15 20 24
ANOVA F(1,30)517.1 F(1,38)55.7 F(1,22)511.3
Overlap of the distributions 46.8% 77.5% 83%
Optimal classification score 81.3% 65% 79.2
Split-half correlation coefficient r 50.895 r 50.435 r 50.696
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pant at all sequence lengths~Bonferroni-correctedp values:
0.009, 0.001, and 0.009 for sequence lengths 2, 4, and 6,
respectively!. There was no significant interaction between
sequence length and contrast for the French participants
@F(2,22),1, p.0.1#. The Spanish participants showed no
significant difference at any length (p.0.1). For the French
participants, we ran a t-test at each sequence length to com-
pare the performance in the stress condition to chance per-
formance. The comparison was significant for lengths 2 and
4, but not for length 6~Bonferroni-corrected one-tailedp
,0.016, p,0.0015, andp.0.2, respectively!. The overall
performance across lengths was significantly better than
chance@F(1,11)516.51,p,0.002#.

The overlap between the two populations was 62%, with
an optimal classification score of 71.7%. As for the reliability
test, the correlation coefficientr between the two halves of
the experiment was 0.566 (p,0.004).

C. Discussion

In this experiment, we introduced a change in the pitch
of the experimental tokens varying between25% and
15%. The group results are very similar to those in experi-
ment 1, except that the stress deafness effect for the French
participants, i.e., the difference in performance between the
stress and the phoneme condition, is numerically larger and
now significant even at sequence length 2. Yet, French par-
ticipants are still better than chance with the stress contrast at
sequence lengths 2 and 4. Finally, compared to experiment 1,
the distribution of scores between the French and the Spanish
participants is more separated. This is shown by the fact that
the classification error is divided by 2 and the overlap be-
tween the two distributions is reduced. Hence, the introduc-
tion of a pitch change was successful in making more diffi-
cult an acoustically based strategy for the French
participants, thus increasing the size of the language-specific
effect.

Note, however, that there was one Spanish participant
who made a great number of errors in the stress contrast.
This outlier was responsible for the high degree of overlap in
the two distributions of scores that remains in this experi-
ment. After an interview with this participant, it turned out
that one of the@pikı́# tokens was perceived as a little ambigu-
ous in terms of stress. Therefore, we decided to run a repli-
cation of this experiment using a novel set of stimuli. An-
other point worth noting is that the reliability of this
experiment was not good (r 50.566). In the next experi-

ment, we also added more sequences, in order to get more
stable individual data.

IV. EXPERIMENT 3

In this experiment, we introduced a novel set of stimuli
that was better controlled for stress. In experiment 2, the
minimal pairs consisted of nonwords having identical vowels
in the two syllables~@túku, túpu# and@pı́ki, pikı́#!. This might
have made the stimuli confusable in short-term memory. In
order to test whether the obtained effects generalize to a
situation with a different vowel in the two syllables, we con-
structed two new minimal pairs, consisting of nonwords hav-
ing different vowels in the two syllables. We also increased
the power of this experiment by adding sequences of length
3 and 5. As in experiment 2, we introduced a65% change
in pitch in the different tokens.

A. Method

1. Materials

Two minimal pairs were constructed, one involving a
segmental contrast, i.e.,@kúpi, kúti#, the other one involving
a stress contrast, i.e.,@mı́pa, mipá#. All items are nonwords in
both French and Spanish. They were recorded about ten
times by a female talker, the same one who recorded the
items used in experiments 1 and 2. The stimuli were judged
by a Spanish phonetician and only tokens with unambiguous
stress patterns were used. Six recordings of each item were
selected. All recorded items were digitized at 16 kHz at 16
bits, digitally edited, and stored on a computer disk.

The mean durations of the tokens with the phonemic and
the stress contrast were 439 and 513 ms, respectively. As in
experiment 2, more variation was obtained in the six tokens
of the four items, in that they had their pitch changed by
means of theCOOL96 waveform editor, with the percentages
105, 103, 101, 99, 97, and 95, respectively. As to the tokens
with the stress contrast, stressed vowels were on average 21
ms longer than unstressed vowels, a significant difference
@F(1,5)543.20, p,0.001#. Stressed vowels also had a
higher pitch than unstressed vowels; in particular, the maxi-
mum F0 value of the stressed vowels was on average 52.6
Hz higher than that of the unstressed vowels, corresponding
to a significant difference of 4.9 semitones@F(1,10)5521,
p,0.001#. Finally, stressed vowels were on average 3.7 dB
louder than unstressed vowels, again a significant difference
@F(1,5)578.20,p,0.001#.

Two blocks, containing eight three-word sequences and
eight five-word sequences, respectively, were added. Thus,
there were five test blocks for each contrast, containing se-
quences of length 2, 3, 4, 5, and 6. There are exactly eight
logically possible three-word sequences, all of which ap-
peared once in the second block. Out of the 32 possible
sequences of five repetitions, eight among the most varied
ones were selected for the fourth block; half of them con-
tained two transitions; the other half contained three transi-
tions ~see the Appendix!. As to the remaining blocks with
sequences of length 2, 4, and 6, the same sequences as in
experiments 1 and 2 were selected. The overall design was
23235:language3contrast3sequence length.

TABLE III. Percent error with phoneme and stress contrast as a function of
sequence length for 12 French and 12 Spanish participants in experiment 2.

Sequence length 2 4 6 Mean

French
Phoneme 11.3% 32.5% 71.3% 38.4%
Stress 58.8% 73.8% 97.5% 76.7%

Spanish
Phoneme 8.7% 25.0% 63.5% 32.4%
Stress 13.5% 26.9% 74.0% 38.1%
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2. Procedure

The procedure was as in experiment 2, with the follow-
ing modifications. First, the stimuli were presented in a dif-
ferent manner. That is, participants were first asked to press
the number key@1#, upon which they heard all tokens of the
first item. They were then asked to press the number key@2#,
upon which they heard all tokens of the second item. Subse-
quently, participants could continue listening to the various
tokens of the two items by pressing the associated keys; as in
the previous experiments, pressing each one of these keys
resulted in the playing of one token of the corresponding
item. They could thus hear as many tokens of the two items
as they desired. Second, in the training phase, we increased
the number of correct responses in the success criterion from
five to seven. Third, in order to diminish the amount of noise
in the results, participants were warned whenever they en-
tered a sequence with a length that did not correspond to the
length of the input string and asked to enter their reply again.

For the phoneme contrast,@kúpi# was associated with
key @1# and@kúti# with key @2#. For the stress contrast,@mı́pa#
was associated with key@1# and @mipá# with key @2#.

On average, the experiment lasted between 15 and 20
min. Responses were recorded on a computer disk.

3. Participants

Twelve native French speakers, aged between 20 and 42,
and 12 native Spanish speakers, aged between 23 and 29,
were tested individually. None of the participants had partici-
pated in experiments 1 or 2, and none had a known hearing
deficit. Two additional Spanish speakers were tested and ex-
cluded from the results, due to too many reversals among
their responses. For one of these participants this was the
case in the phoneme condition, and for the other one it was
in the stress condition.

B. Results

Error rates for French and Spanish participants for the
phonemic and the stress contrast as a function of sequence
length are shown in Table IV.

These data were subjected to an ANOVA with the
between-participant factor language~French vs Spanish!, and
within-participant factors contrast~phoneme vs stress! and
sequence length~2 vs 3 vs 4 vs 5 vs 6!. As in experiments 1
and 2, there was a significant interaction between language
and contrast@F(1,22)570.3, p,0.0001#. This interaction
was due to the fact that stress yielded significantly more
errors than phoneme for French participants@F(1,11)
571.0,p,0.0001#, whereas there was a nonsignificant trend
in the other direction for Spanish participants@F(1,11)
53.7, 0.1.p.0.05#. Post hoccomparisons indicated a sig-
nificant effect of contrast in French participants for all se-
quence lengths~Bonferroni-correctedp values: 0.035, 0.015,
0.001, 0.001, and 0.001 for sequence lengths 2, 3, 4, 5, and
6, respectively!. The interaction between sequence length
and contrast was significant for French participants
@F(4,44)57.09; p,0.001#. Spanish participants showed no
significant difference at any length (p.0.1).

For French participants, we ran a t-test at each sequence
length to compare the performance with the stress contrast to
chance performance. This comparison was significant at each
length ~Bonferroni-corrected one-tailedp,0.001!, except at
length 6 where the comparison was only marginally signifi-
cant (p50.066). The overall performance across lengths
was significantly better than chance@F(1,11)537.04, p
,0.001#.

The overlap between the two populations was 0%, with
an optimal classification score of 100%. The two distribu-
tions of points are actually separated by a gap whose size is
9.4% of the total range. As for the reliability test, the corre-
lation coefficientr between the two halves of the experiment
was 0.882 (p,0.001).

In this experiment, the number of training trials was
saved. Note that due to a programming error, the training
criterion was seven correct answers in a row for the French
but only six for the Spanish participants. For the French par-
ticipants, the number of training trials was 7.3 for the stress
and 7.1 for the phoneme condition, a nonsignificant differ-
ence@F(1,11),1, p.0.1#. For the Spanish participants, the
number of training trials was 6.1 for the stress and 6.7 for the
phoneme condition, again, a nonsignificant difference
@F(1,11)51.31, p.0.1#. In other words, most French and
Spanish participants passed the training without any error. In
a global ANOVA, there was no significant interaction be-
tween contrast and language@F(1,22)52.02,p.0.1#.

C. Discussion

This experiment replicated experiment 2 using novel and
more controlled stimuli, as well as more sequence lengths.
The group analysis was very similar to the one in experiment
2: we found a stress deafness effect in the French participants
and not in the Spanish participants, and the effect was sig-
nificant at all sequence lengths, while performance for the
stress contrast was better than chance at all sequence lengths
~except at length 6, where it was only marginal!. In the indi-
vidual analyses, however, the results were stronger than in
experiment 2: there was no overlap in the distributions of the
French and Spanish populations and the split-half reliability
of the test was quite good.

The fact that the French participants were still able to
perform the memory task with the stress contrast better than
chance can be interpreted in two ways: either they managed
to apply an acoustic strategy with the stress contrast, or they
have a residual phonological representation of stress, which
would mean that the deafness is not total. In order to distin-
guish between these two hypotheses, we introduced more

TABLE IV. Percent error with phoneme and stress contrast as a function of
sequence length for 12 French and 12 Spanish participants in experiment 3.

Sequence length 2 3 4 5 6 Mean

French
Phoneme 2.8% 7.3% 15.6% 18.7% 33.3% 15.4%
Stress 29.2% 28.1% 59.4% 64.6% 86.5% 53.5%

Spanish
Phoneme 7.3% 5.2% 12.5% 35.4% 61.5% 24.4%
Stress 0.0% 4.2% 10.4% 32.3% 53.1% 20.0%
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phonetic variability by using two talkers in our next experi-
ment. If the residual capacity to distinguish stress is based on
an acoustic strategy, it should be harder to apply such a strat-
egy on tokens with increased phonetic variability, and hence
the size of the deafness effect should increase as well.

V. EXPERIMENT 4

This experiment was a replication of experiment 3 with
even more phonetic variability, in that we introduced a sec-
ond, male, talker. The big difference inF0 is predicted to
make it more difficult for the participants to use acoustic
information. For the Spanish participants, this should not be
a problem in either the phoneme or the stress condition, since
they can use their phonological representations of the target
items to perform the task. The same holds for the French
participants in the phoneme condition. By contrast, the
French participants should have increased problems in the
stress condition if the residual performance that we observed
in the previous experiments were due at least in part to
acoustic strategies. In brief, we predict that if stress discrimi-
nation in the French participants is acoustically based, the
introduction of a new talker should increase the size of the
language-specific effect measured previously, and the differ-
ence scores of the two populations should be even further
apart than in experiment 3.

A. Method

1. Materials

The same minimal pairs as in experiment 3 were used,
but a new recording with a male voice was made. This sec-
ond talker was a native speaker of French, who imitated the
tokens produced by the female talker. A trained phonetician
corrected his productions till they were deemed satisfactory.
For each of the four test items~@kúpi#, @kúti#, @mı́pa#, and
@mipá#!, three tokens from the male talker were selected.
These tokens replaced three of the six tokens per item of the
female talker used in experiment 3. A total of six tokens per
item was thus obtained: three produced by the female talker
and three produced by the male talker. Given that the tokens
produced by the male talker were shorter than those pro-
duced by the female talker, they were stretched such that
they matched exactly the length of the tokens from the fe-
male talker they replaced.2

As to the items for the stress contrast, stressed vowels
had a higher pitch than unstressed vowels; in particular, the
maximumF0 value of the stressed vowels was on average
48.4 Hz higher than that of the unstressed vowels, corre-
sponding to a significant difference of 5.2 semitones
@F(1,10)5304, p,0.001#. Moreover, stressed vowels were
on average 6.0 dB louder than unstressed vowels, again a
significant difference@F(1,10)545.7,p,0.001#.

The meanF0 of the tokens of the female talker was 181
Hz, and the meanF0 of the tokens of the male talker was
144 Hz; hence, there was anF0 variation between the two
talkers of 20%. As in experiment 2 and 3,65% variation in
pitch was obtained, in that the three tokens of both sets had
their pitch changed by means of the PSOLA algorithm, with
the percentages 105, 101, and 95, respectively. The design
was the same as in experiment 3.

2. Procedure

The same procedure as in experiment 3 was used.

3. Participants

Twelve native French speakers, aged between 18 and 29,
and 12 native Spanish speakers, aged between 23 and 28,
were tested individually. None of the participants had partici-
pated in the previous experiments, and none had a known
hearing deficit. One Spanish participant had to be replaced
due to too many complete reversals among his responses in
the phoneme condition.

B. Results

Error rates for French and Spanish participants for the
phonemic and the stress contrast as a function of sequence
length are shown in Table V.

These data were subjected to an ANOVA with the
between-participant factor language~French vs Spanish!, and
within-participant factors contrast~phoneme vs stress! and
sequence length~2 vs 3 vs 4 vs 5 vs 6!. The interaction
between language and contrast was highly significant
@F(1,22)561.6,p,0.0001#. The interaction was due to the
fact that stress yielded significantly more errors than pho-
neme with the French participants@F(1,11)581.1, p
,0.0001#, whereas there was a nonsignificant trend in the
other direction with the Spanish participants@F(1,11)53.5,
0.1.p.0.05#. Post hoccomparisons indicate a significant
effect of contrast with the French participants for all se-
quence lengths~Bonferroni-correctedp values: 0.025, 0.001,
0.001, 0.001, and 0.01 for sequence length 2, 3, 4, 5, and 6,
respectively!. The sequence length by contrast interaction for
the French participants was not significant@F(4,44)52.28,
p50.075#. The Spanish participants showed no significant
difference at any length (p.0.1). For the French partici-
pants, we ran a t-test at each sequence length to compare the
performance in the stress condition to chance performance.
The comparison was significant at lengths 2, 3, and 4
~Bonferroni-corrected one-tailedp,0.003, p,0.003, p
,0.01, respectively! but not at lengths 5 and 6~Bonferroni-
corrected one-tailedp50.2 andp.0.2, respectively!. The
overall performance across lengths with the stress contrast
was significantly better than chance@F(1,11)522.94, p
,0.001#.

The overlap between the two populations was 0%, with
an optimal classification score of 100%. The distributions
were actually separated by a gap whose size was 2.7% of the
total range. As to the reliability test, the correlation coeffi-
cient r between the two halves of the experiment was 0.82
(p,0.001).

In this experiment, the number of training trials before
criterion was saved. For the French participants, the number
of training trials was 23.6 for the stress condition and 11.2
for the phoneme condition, a nonsignificant difference
@F(1,11)53.10,p.0.1#. The bulk of the difference was due
to two participants who had more than 50 trials in the stress
condition. For the Spanish participants, the number of train-
ing trials was 9.6 for the stress condition and 8.8 for the
phoneme condition, again, a nonsignificant difference
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@F(1,11),1, p.0.1#. In a global ANOVA, the interaction
between contrast and language was only marginal@F(1,22)
53.4, 0.1.p.0.05#.

C. Discussion

This experiment was identical to experiment 3 except
that two talkers were used instead of only one. This intro-
duced a threefold increase inF0 variability across tokens, as
well as other differences due to timbre, and fine phonetic
variations of the segments and of suprasegmental informa-
tion. Yet, this experiment replicated almost exactly experi-
ment 3. In particular, the stress ‘‘deafness’’ effect was not
stronger with two talkers than with one talker. The overall
interaction between language and contrast, the overlap be-
tween the French and Spanish participants, as well as the
reliability score, were all very similar in the two experi-
ments. The only difference was that the overall error rate was
slightly higher in this experiment than in experiment 3~40%
instead of 28%!; this difference was probably due to the fact
that the change in talker made the memory task more diffi-
cult ~see Nygaard, Sommers and Pisoni, 1995!. Conse-
quently, the most difficult conditions, i.e., sequence lengths 5
and 6 with the stress contrast for the French participants,
were at chance level.

In the last experiment, we tested whether memory load
alone, without any phonetic variability, is sufficient to induce
a stress deafness effect.

VI. EXPERIMENT 5

In this experiment, we tested whether French partici-
pants still display a stress deafness when there is no phonetic
variability at all. That is, we used only a single token for
each of the test items. With a single token, it is in principle
possible to encode a sequence of stimuli in terms of ‘‘same’’
and ‘‘different,’’ these two categories being definable acous-
tically. Assuming that participants have access to same/
different judgments at the acoustic level, and that they can
encode this information in short-term memory in keeping
with the presentation rate, we expected that they should be
able to perform the task even with contrasts that are non-
native. Hence, we predicted that French and Spanish partici-
pants would have equal performance on the task with both
the phonemic and the stress contrast.

A. Method

1. Materials

The same minimal pairs as in experiment 4 were used,
but only a single token from the female voice for each item
was used. The design was the same as in experiment 4.

2. Procedure

The same procedure as in experiment 4 was used.

3. Participants

Twelve native French speakers, aged between 17 and 50,
and 12 native Spanish speakers, aged between 23 and 29,
were tested individually. None of the participants had partici-
pated in one of the previous experiments, and none had a
known hearing deficit.

B. Results

Error rates for French and Spanish participants for the
phonemic and the stress contrast as a function of sequence
length are shown in Table VI.

These data were subjected to an ANOVA with the
between-participant factor language~French vs Spanish!, and
within-participant factors contrast~phoneme vs stress! and
sequence length~2 vs 3 vs 4 vs 5 vs 6!. The interaction
between language and contrast was not significant@F(1,22)
,1, p.0.1#. A separate analysis for the French and the
Spanish participants revealed only an effect of sequence
length for both groups@F(4,44)530.3, p,0.001, and
F(4,44)536.0, p,0.001, respectively#. There was no sig-
nificant effect of contrast either globally@F(1,22),1, p
.0.1# or for individual sequence lengths@p.0.1#.

For the French participants, we ran a t-test at each se-
quence length to compare the performance in the stress con-
dition to chance performance. The comparison was signifi-
cant at each length~Bonferroni-corrected one-tailedp
,0.001 at every length!. The overall performance across
lengths was significantly better than chance@F(1,11)
5131.89,p,0.0001#.

The overlap between the two populations was 95.8%.
The optimal classification score was 54.2%. As to the reli-
ability test, the correlation coefficientr between the two
halves of the experiment was 0.55 (p,0.007).

In this experiment, the number of training trials before
criterion was saved. For the French participants, the number
of training trials was 10.1 for the stress and 9.7 for the pho-
neme condition, a nonsignificant difference@F(1,11),1, p
.0.1#. For the Spanish participants, the number of training
trials was 8.9 for the stress and 8.3 for the phoneme condi-
tion, again, a nonsignificant difference@F(1,11),1, p.0.1#.
In a global ANOVA, there was no significant interaction be-
tween contrast and language@F(1,22).1, p.0.1#.

C. Discussion

This experiment demonstrates that with no phonetic
variability, no stress ‘‘deafness’’ emerges in the French par-
ticipants even when the memory load is high. Note that al-
though the performance in this experiment was overall better

TABLE V. Percent error with phoneme and stress contrast as a function of
sequence length for 12 French and 12 Spanish participants in experiment 4.

Sequence length 2 3 4 5 6 Mean

French
Phoneme 7.3% 5.2% 21.9% 50.0% 63.5% 29.5%
Stress 34.4% 48.9% 75.0% 88.5% 94.8% 68.3%

Spanish
Phoneme 6.2% 9.4% 31.2% 56.2% 71.9% 35.0%
Stress 8.3% 13.5% 19.8% 38.5% 57.3% 27.5%
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than in the experiments with greater variability, we cannot
explain the lack of a cross-linguistic difference by a ceiling
effect. Indeed, even with sequence lengths matched in diffi-
culty with those of the previous experiments~for instance,
sequences 4 to 6 in the present experiment versus sequences
3 to 5 in experiment 4!, no difficulty with stress emerged in
French participants. This replicates and extends the findings
in Dupouxet al. ~1997!, where it was reported that the prob-
lem of the French participants to discriminate stress disap-
pears in an AX paradigm with no phonetic variability. What
the current experiment shows is that the lack of phonetic
variability is sufficient to make the stress deafness effect dis-
appear; in particular, the presence of a high memory load
alone does not induce the stress deafness effect.

VII. GENERAL DISCUSSION

In a series of five experiments, we demonstrated that the
stress deafness effect in French listeners can be replicated
with a new paradigm. Moreover, we have substantially im-
proved the methodology, in that the results can be interpreted
on an individual basis. In the following discussion we ad-
dress three issues. First of all, we discuss the effect of
memory load and phonetic variability on the group results.
We then discuss the residual capacity of French participants
to perceive the stress contrast. Finally, we consider the
broader implications of our findings regarding the effects of
the native language on speech perception.

A. Memory load and phonetic variability

Our findings can be summarized in three points. First,
the size of the ‘‘deafness’’ effect increases with the amount
of phonetic variability. The effect of phonetic variability,
however, seems to reach a plateau~see Fig. 1!. Specifically,
we found that adding65% pitch variations on stimuli pro-
duced by a single talker~experiments 2 and 3! yielded a
similar effect as adding this variation on stimuli produced by
two talkers, one male and one female~experiment 4!.

Second, although memory load had a strong effect on
mean performance in that shorter sequences yielded less er-
rors than longer ones, the stress-phoneme difference score in
the French participants across experiments 1 to 4 was found
to have roughly the same size at sequence length 2 and at
sequence length 6~means of 28.3% and 34.8%, respec-
tively!. In fact, if anything, the effect seemed numerically
larger at sequence length 4~mean of 41.3%!. This might be
due to the fact that error scores were squeezed by a floor
effect at length 2 and a ceiling effect at length 6~see Fig. 2!.
Note, however, that with sequences of size 1, as used in the
training session, there was no longer a significant difference
between stress and phonemes in French participants. In other
words, it is the presence of memory load that matters, not the
amount of it.

Third, phonetic variability and memory load displayed
an interaction. On the one hand, in experiment 5 with zero
phonetic variability, no deficit with the stress contrast was
found in the French participants, not even with sequences of
size 6. On the other hand, in the training sessions~sequence
length 1!, we found no measurable problem to master the
stress contrast, not even if there was a high phonetic vari-
ability as in experiment 4~two talkers, extra pitch variation!.
Hence, it is only in the presence of both factors that the
‘‘deafness’’ effect emerges.

These findings can be interpreted as follows. The se-
quence repetition task requires participants to encode the in-
formation in their short-term memory buffer in order to re-
call the sequence. Several coding strategies are available
according to the task demands and stimulus characteristics.

FIG. 1. Distribution of difference scores~phoneme minus stress! as a func-
tion of phonetic variability in five experiments. The Spanish difference
scores are in gray, and the French in white. The minimum and maximum
scores are indicated by the bottom and top of the vertical lines, respectively,
the median scores by the thick horizontal lines, and the boxes contain scores
that fall within the 25%–75% percentile.

FIG. 2. Distribution of difference scores~phoneme minus stress! in experi-
ments 3 and 4 as a function of sequence length. The Spanish difference
scores are in gray, and the French in white. The minimum and maximum
scores are indicated by the bottom and top of the vertical lines, respectively,
the median scores by the thick horizontal lines, and the boxes contain scores
that fall within the 25%–75% percentile.

TABLE VI. Percent error with phoneme and stress contrast as a function of
sequence length for 12 French and 12 Spanish participants in experiment 5.

Sequence length 2 3 4 5 6 Mean

French
Phoneme 7.3% 6.2% 12.5% 39.6% 51.0% 23.3%
Stress 8.3% 12.5% 16.7% 38.5% 57.3% 26.7%

Spanish
Phoneme 3.1% 1.0% 7.3% 27.1% 47.9% 17.3%
Stress 1.0% 4.2% 12.5% 31.2% 47.9% 19.4%
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We distinguish two acoustic and one phonological strategy
~see Table VII!. A first coding strategy is based on the fact
that stress has massive acoustic correlates. Given enough
time, participants can use these cues to explicitly categorize
the stimuli, for instance, by comparing them to stored exem-
plars, by focusing on the melody, or by repeating the token
and monitoring for one’s own pitch. This strategy is not au-
tomated and, therefore, cannot be used in case of long and
rapid sequences of stimuli. A second coding strategy is based
on the acoustic mismatch signal. This signal has been shown
to be automatically generated in the auditory cortex when-
ever an acoustic signal differs from its predecessor~s! ~Nää-
tanenet al., 1997!. This acoustic mismatch might be used to
recode sequences of stimuli in terms of same/different. The
last token can then be explicitly categorized in order to re-
construct the underlying sequence. Of course, such a strategy
only works in the absence of phonetic variability. When the
tokens are phonetically varied, even sequences of ‘‘same’’
tokens give rise to a mismatch signal. A final coding strategy
uses the automatic encoding which is provided by the
language-specific phonological representation. In the case of
stress, such phonological encoding is of course available to
the Spanish but not to the French participants participants,
since stress is not encoded phonologically in the latter lan-
guage.

Our analysis of the available strategies has a practical
impact regarding how to construct a paradigm that will show
maximal cross-linguistic sensitivity. In order to eliminate
nonphonological compensatory strategies it is essential to
limit the amount of time that subjects have available. In all
of our experiments, the duration of the tokens was rather
short, and the interstimulus interval, ISI, between them was
only 80 ms. Although we have not explicitly varied this vari-
able, informal testing reveals that if participants were given
more time—by having either longer items or a longer ISI—
they would be able to explicitly recode the tokens~as they do
in the training phase, where they have all the time necessary
to produce a response!. This, then, would have the effect of
reducing the size of the cross-linguistic difference.

B. Residual capacity to discriminate stress

In all our experiments, we found that French partici-
pants, although they made massively more errors with the
stress than with the phoneme contrast, were still significantly
better than chance. This was true even for all the individual
sequence lengths except 6, which was not significantly dif-

ferent from chance in experiments 2, 3, and 4. Note, how-
ever, that it is a matter of experimental power; that is, when
these three experiments are pooled together, the performance
at sequence length 6 is still better than chance@ t(35)
52.90,p,0.006#.

We would like to discuss three possible interpretations
of this residual effect. First, an acoustic strategy might sur-
vive both long sequence lengths and phonetic variability.
This is somewhat unlikely, since, for instance, sequences of
length 6 last for about 4 s, which is longer than the span for
the echoic store~Guttman and Julesz, 1963; Crowder and
Morton, 1969!. Second, there might be a residual encoding
of stress within the phonological representation itself. This
encoding should be much weaker or less accessible in French
than in Spanish participants. One possible reason why
French participants would not entirely ignore stress is that
they use stress in word segmentation. In French, stress falls
on the word’s final nonschwa syllable. Items with word-
initial stress like@pı́ki# might therefore be perceived as con-
taining a word boundary after the first syllable. Conse-
quently, @pı́ki# and @pikı́#, although identical in their
segmental contents, would differ in their perceived segmen-
tation pattern.3 Third, there might be another type of repre-
sentation, i.e., a phonetic representation, which can be used
to encode the stimuli in a language-universal fashion, but yet
in a more abstract format than the acoustic representation.
Goldinger~1998! has shown, for instance, that in an imme-
diate repetition task, participants can imitate certain phonetic
details of stimuli that are not used phonologically in their
native language. More research is needed to tease apart these
various interpretations.

C. Implications for future research

Our results raise a number of issues regarding the influ-
ence of the maternal language on speech perception. We
found that French speakers have difficulties with distinguish-
ing a stress contrast, but only with phonetically variable
stimuli, high memory load, and limited time.

This suggests that, first, the extent of influences of the
maternal language might be underestimated when using stan-
dard discrimination procedures for which participants have
much time to perform the task, and which usually do not
introduce phonetic variability. It is, therefore, important to
study speech processing under constrained resources, in or-
der to limit the possibility for participants to use nonlinguis-
tic response strategies.

TABLE VII. Coding strategies available to Spanish and French participants as a function of memory load and
phonetic variability.

Spanish participants French participants

Sequence 1, no variability~training of Expt. 5! Explicit categorization Explicit categorization
Acoustic mismatch Acoustic mismatch
Phonological coding

Sequence 1, pitch variability~training of Expt. 2–4! Explicit categorization Explicit categorization
Phonological coding

Sequence 2–6, no variability~Expt. 5! Acoustic mismatch Acoustic mismatch
Phonological coding

Sequence 2–6, pitch variability~Expt. 2–4! Phonological coding No strategy available
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Second, our findings raise the issue of the specificity of
suprasegmental features. Indeed, we showed that for French
participants, acoustically based response strategies are
readily available. This is clearly not the case for the percep-
tion of non-native consonantal contrasts~see Goto, 1971!. It
remains to be investigated whether the availability of
acoustically-based response strategies depends upon the size
of the acoustic correlates, and whether it extends to other
suprasegmental contrasts.

Third, our findings raise the issue of the linguistic and
developmental conditions under which stress ‘‘deafness’’
arises during language acquisition. Do all languages with
noncontrastive stress yield stress ‘‘deafness’’~Dupoux and
Peperkamp, in press; Peperkamp and Dupoux, in press!?
Conversely, can speakers of languages with contrastive stress
exhibit a stress ‘‘deafness’’, provided the number of minimal
stress pairs in their language is small~Cutler, 1986!?

A final question is whether native speakers of French
who learn Spanish can acquire the perception of stress, and
whether age of acquisition matters in this respect~Flege,
MacKay, and Meador, 1999; Flege, Schmidt, and Wharton,
1996; Pallier, Bosch, and Sebastia´n-Gallés, 1997;
Peperkamp, Dupoux, and Sebastia´n-Gallés, 1999!.

In brief, the existence of stress ‘‘deafness’’ raises a num-
ber of central issues in speech perception and language ac-
quisition. The availability of an easy to use and reliable
methodology allows us to address these issues in the near
future.
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APPENDIX: SEQUENCES USED IN THE
EXPERIMENTS

Two-word sequences:~experiments 1–5! 11, 12, 21, 22, 11,
12, 21, 22.
Three-word sequences:~experiments 3, 4, 5! 111, 112, 121,
122, 211, 212, 221, 222.
Four-word sequences:~experiments 1–5! 1121, 1122, 1211,
1221, 2111, 2112, 2122, 2212.
Five-word sequences:~experiments 3, 4, 5! 11121, 12112,
12122, 12211, 21112, 21211, 21221, 22122.
Six-word sequences:~experiments 1–5! 112121, 112212,
121112, 122121, 211221, 212112, 221212, 222121.

1Syntrillium Software Corporation~www.synrtillium.com!.
2We used the compression algorithm in thePRAAT software
~www.fon.hum.uva.nl/praat/!.

3Another possibility stems from the fact that word stress is final in French.
Stress-final items could be perceived as more prototypical than stress-initial

ones. Prototypicality could then be used to distinguish the two sets of items.
However, Dupouxet al. ~1997! compared discrimination of@vasúma# vs
@vasuma´# ~where the latter is the more prototypical one! with that of
@vásuma# vs @vasúma# ~where the two are equally nonprototypical!, and
failed to find a difference.
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Minimum spectral contrast needed for vowel identification
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The minimum spectral contrast needed for vowel identification by normal-hearing and cochlear
implant listeners was determined in this study. In experiment 1, a spectral modification algorithm
was used that manipulated the channel amplitudes extracted from a 6-channel continuous
interleaved sampling~CIS! processor to have a 1–10 dB spectral contrast. The spectrally modified
amplitudes of eight natural vowels were presented to six Med-El/CIS-link users for identification.
Results showed that subjects required a 4–6 dB contrast to identify vowels with relatively high
accuracy. A 4–6 dB contrast was needed independent of the individual subject’s dynamic range
~range 9–28 dB!. Some cochlear implant~CI! users obtained significantly higher scores with vowels
enhanced to 6 dB contrast compared to the original, unenhanced vowels, suggesting that spectral
contrast enhancement can improve the vowel identification scores for some CI users. To determine
whether the minimum spectral contrast needed for vowel identification was dependent on spectral
resolution~number of channels available!, vowels were processed in experiment 2 throughn (n
54,6,8,12) channels, and synthesized as a linear combination ofn sine waves with amplitudes
manipulated to have a 1–20 dB spectral contrast. For vowels processed through 4 channels,
normal-hearing listeners needed a 6 dBcontrast, for 6 and 8 channels a 4 dBcontrast was needed,
consistent with our findings with CI listeners, and for 12 channels a 1 dBcontrast was sufficient to
achieve high accuracy~.80%!. The above-mentioned findings with normal-hearing listeners
suggest that when the spectral resolution is poor, a larger spectral contrast is needed for vowel
identification. Conversely, when the spectral resolution is fine, a small spectral contrast~1 dB! is
sufficient. The high identification score~82%! achieved with 1 dB contrast was significantly higher
than any of the scores reported in the literature using synthetic vowels, and this can be attributed to
the fact that we used natural vowels which contained duration and spectral cues~e.g., formant
movements! present in fluent speech. The outcomes of experiments 1 and 2, taken together, suggest
that CI listeners need a larger spectral contrast~4–6 dB! than normal-hearing listeners to achieve
high recognition accuracy, not because of the limited dynamic range, but because of the limited
spectral resolution. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1388004#

PACS numbers: 43.71.Es, 43.71.Ky, 43.66.Ts@CWT#

I. INTRODUCTION

The vowel spectra are typically characterized by high-
amplitude peaks and relatively low-amplitude valleys. Al-
though the frequencies of the spectral peaks are considered
to be the primary cues to vowel identity, the spectral contrast,
i.e., the difference between the spectral peak and the spectral
valley, needs to be maintained to some extent for accurate
vowel identification. The importance of spectral contrast in
vowel identification was investigated by Leeket al. ~1987!
using four vowel-like complexes constructed as a sum of 30
100 Hz harmonics. The amplitudes of two consecutive har-
monics that defined the~formant! peaks appropriate for the
vowels /i ae a U/ varied over a range of 1–8 dB above
background harmonics. Results showed that normal-hearing
listeners required a 1–2 dB peak-to-valley difference to iden-
tify four vowel-like harmonic complexes with relatively high
~75% correct! accuracy. Alcantara and Moore~1995! showed

that the minimum spectral contrast needed for vowel identi-
fication depended on, among other factors, the fundamental
frequency, presentation level, and the component phase~co-
sine versus random! used for the synthesis of the harmonic
complexes. Vowel identification was higher with cosine
phase, and improved with higher presentation levels and
lower fundamental frequency~50 Hz!. Subjects needed a 3
dB contrast to identify six vowel-like harmonic complexes
with 75% accuracy. In another study, Turner and Van Tasell
~1984! showed that normal-hearing listeners could detect a 2
dB notch in a vowel-like spectrum. In summary, the above-
mentioned studies indicate that only a small spectral contrast
is needed by normal-hearing listeners for vowel identifica-
tion.

This remarkable ability of the normal auditory system to
detect small amplitude changes in the spectrum was not ob-
served in hearing-impaired listeners~Turner and Holte, 1987;
Leeket al., 1987!. Leeket al. ~1987! have shown that listen-
ers with a flat, moderate hearing loss required a 6–7 dB
peak-to-valley difference for vowel identification. This was
attributed to the lack of suppression and the abnormally

a!Author to whom correspondence should be addressed; electronic mail:
loizou@utdallas.edu
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broad auditory filters associated with hearing loss~e.g., Pick
et al., 1977; Wightmanet al., 1977!. Spectral contrast is re-
duced when vowels are processed through broad filters due
to the shallow filter roll-off. As a result, the internal vowel
representation is ‘‘blurred’’ leading to poorer vowel identifi-
cation.

Unlike normal-hearing and hearing-impaired listeners,
cochlear implant~CI! listeners have a limited spectral reso-
lution and a limited dynamic range. Spectral contrast is re-
duced in cochlear implant listeners, not because of the ab-
normally broad auditory filters—which are bypassed with
electrical stimulation—but primarily because of the reduced
dynamic range and amplitude compression. The large acous-
tic dynamic range is typically compressed in implant speech
processors using a logarithmic function to a small electrical
dynamic range, 5–15 dB. This compression results in a re-
duction of spectral contrast. We believe that the reduction in
spectra contrast was one of the reasons that vowel recogni-
tion performance decreased in studies looking for the effect
of reduced dynamic range on speech recognition~Zeng and
Galvin, 1999; Loizouet al., 2000!. Another factor that could
potentially reduce spectral contrast is the steepness of the
compression function used for mapping acoustic amplitudes
to electric amplitudes. A highly compressive mapping func-
tion, for instance, would yield a small spectral contrast, even
if the dynamic range were large. It is therefore conceivable
that a patient may have a large dynamic range, but a small
effective spectral contrast because of a steep mapping func-
tion. The sensitivity setting, which affects the input gain, can
also affect the spectral contrast. If a patient sets the sensitiv-
ity too high, then the acoustic amplitudes would be mapped
to the high end of the compression function~above the knee
point! producing a relatively flat~i.e., small spectral contrast!
electrical channel amplitude pattern. Last, additive back-
ground noise could also reduce spectral contrast~e.g., Leek
and Summers, 1996!, probably to a larger degree in cochlear
implant listeners compared to normal-hearing listeners due to
the limited electrical dynamic range.

Given the above-mentioned factors that could reduce
spectral contrast in CI users and consequently affect vowel
identification in quiet or in noise, then what is the minimum
spectral contrast needed for vowel identification by cochlear
implant listeners? The answer to this question is important
for the design of CIs for two main reasons. First, it will tell
us whether current speech processing strategies preserve
enough spectral contrast information needed for vowel iden-
tification. Second, it will help us devise new speech process-
ing strategies that will enhance the incoming signal to have a
certain spectral contrast. Such strategies could potentially be
used to enhance vowel recognition in quiet or in noise.
Hawkset al. ~1997!, for instance, increased the vowel spec-
tral contrast by narrowing the formant bandwidths, and noted
improvement in vowel identification. Given that the number
of channels currently supported by commercial implant pro-
cessors~Loizou, 1998! varies from a low of 6 channels to a
high of 22 channels, it is very important to also ask the
question whether the minimum spectral contrast needed for
vowel identification is dependent on spectral resolution, i.e.,
the number of channels available. The above-mentioned

questions are addressed in experiments 1 and 2 using co-
chlear implant listeners and normal-hearing listeners, respec-
tively.

In experiment 1, six CI users fitted with a Continuous
Interleaved Sampling~CIS! processor are used to determine
the minimum spectral contrast needed for vowel identifica-
tion. Vowel stimuli are processed off-line and the channel
amplitudes are manipulated to have a peak-to-trough ratio
ranging from 1 to 10 dB. In experiment 2, normal-hearing
listeners are used to investigate possible interaction between
spectral resolution~number of channels! and spectral con-
trast, based on the hypothesis that there might be a trade-off
relationship between spectral resolution~number of chan-
nels! and spectral contrast. This hypothesis is based on the
view that when speech is processed through a small number
of channels the relative differences in across-channel ampli-
tudes must be used to code frequency information. In this
view, if spectral contrast was reduced, then vowel recogni-
tion ought to decline. On the other hand, when speech is
processed through a large number of channels, a large spec-
tral contrast might not be needed, since the frequency infor-
mation can be coded by the channels that have energy. These
questions are investigated in experiment 2 with normal-
hearing listeners, where we assess speech intelligibility as a
function of number of channels and as a function of spectral
contrast. Normal-hearing listeners are used because the chan-
nels and contrast manipulations cannot be independently
controlled with implant listeners due to the many confound-
ing factors associated with electrical stimulation. To produce
speech with varying degrees of spectral resolution and vary-
ing degrees of spectral contrast, we synthesized speech as a
linear combination of sine waves and manipulated the ampli-
tudes of the sine waves to have a 1–20 dB peak-to-trough
ratio.

II. EXPERIMENT 1: MINIMUM VOWEL SPECTRAL
CONTRAST NEEDED BY COCHLEAR-IMPLANT
LISTENERS

A. Method

1. Subjects

The subjects were six postlingually deafened adults who
had used a 6-channel CIS processor for periods ranging from
three to four years. All the patients had used a 4-channel,
compressed-analog signal processor~Ineraid! for at least four
years before being switched to a CIS processor. The patients
ranged in age from 40 to 68 years and they were all native
speakers of American English. Biographical data for each
patient are presented in Table I. All subjects were fitted with
a 6-channel CIS processor, except for subject S1, who was
fitted with a 5-channel processor.

2. Vowel stimuli

Eight monopthong vowels produced by a male speaker
were used for testing. The vowels were contained in the
words ‘‘heed, hid, head, had, hod, hud, hood, who’d,’’ and
were produced by a male speaker~F05115 Hz! randomly
selected from the vowel database used by Hillenbrandet al.
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~1995!. The vowel formant frequencies, estimated at the
steady-state portion of the vowel, are shown in Table II.

3. CIS implementation and experimental setup

The vowel stimuli were first processed off-line using the
CIS strategy, saved in a file, and then presented to the CI
listeners. Off-line processing was used to ensure that the
channel amplitudes had the desired peak-to-trough ratio.

The CIS strategy, which involves bandpass filtering, am-
plitude envelope estimation and compression, was imple-
mented inMATLAB . Signals were first processed through a
pre-emphasis filter~2000 Hz cutoff!, with a 3 dB/octave roll-
off, and then bandpassed into 6 frequency bands using sixth-
order Butterworth filters. The center frequencies of the six
bandpass filters were 461, 756, 1237, 2025, 3316, and 5428
Hz. The envelopes of the filtered signals were extracted by
full-wave rectification and low-pass filtering~second-order
Butterworth! with a 400 Hz cutoff frequency. The six enve-
lope amplitudesAi ( i 51,2,...,6) were mapped to electrical
amplitudesEi using a logarithmic transformation:

Ei5c log~Ai !1d, ~1!

where c and d are constants chosen so that the electrical
amplitudes fall within the range of threshold and most-
comfortable levels. The electrical amplitudesEi were pro-
cessed through a spectral contrast algorithm~see Sec. II A 4!
which manipulated the six channel amplitudes, estimated in
each cycle, to have a prescribed peak-to-trough ratio. The
spectrally enhanced channel amplitudes were saved in a file,
and the experimental setup shown in Fig. 1 was used to load
the saved channel amplitudes. The envelope amplitudes were
finally used to modulate biphasic pulses of duration 40ms/

phase at a stimulation rate of 2100 pulses/s. The electrodes
were stimulated in the same order as in the subjects’ daily
processors. For most subjects, the electrodes were stimulated
in ‘‘staggered’’ order. The sensitivity setting on our labora-
tory speech processor was fixed and was identical for all
subjects.

The experiments were performed on our laboratory co-
chlear implant processor~Poroy and Loizou, 2000! using the
experimental setup shown in Fig. 1. To accommodate for
off-line data file processing, an I/O card~installed in the PC!
was used. The six output lines of the I/O card in the PC were
connected to six general-purpose I/O pins of the DSP in the
laboratory speech processor, forming a 6 bit, parallel, unidi-
rectional data bus. Since the cochlear implant was connected
to the DSP during the experiments, it was necessary to iso-
late the PC from the rest of the circuitry, which was battery
powered. This was achieved using three Burr–Brown
ISO150 dual, isolated, digital coupling chips. The speech
materials were pre-processed as described in the following
and the amplitudes of the current pulses to be presented to
the electrodes were stored in binary data files in the hard
drive of the PC. During the experiments, these files were
downloaded to the DSP over the isolated data bus, and were
read in and stored in RAM by an assembly program running
on the DSP. Finally, the amplitude data were retrieved word
by word from RAM and sent to the current sources using a
serial port in the DSP. AMATLAB interface program was used
for loading and ‘‘playing back’’ the binary data files.

4. Spectral contrast enhancement algorithm

Unlike previous studies on spectral contrast~e.g., Leek
et al., 1987; Turner and Van Tassell, 1984; Alcantara and

TABLE I. Biographical data of the six cochlear-implant users who participated in this study.

Subject Gender

Age
~years! at
detection
of hearing

loss

Age at
which

hearing aid
gave no
benefit

Age fit
with

Ineraid
Age at
testing

Etiology of
hearing loss

Score on
H.I.N.T

sentences
in quiet

Score on
NU-6

words in
quiet

S1 F 10 46 47 55 Unknown 44 20
S2 F 7 31 33 40 Unknown/

hereditary
100 80

S3 F 23 48 51 57 Unknown 100 71
S4 M 5 43 48 58 Unknown 92 43
S5 M 20 46 63 68 Unknown 88 46
S6 M 19 19 29 41 Cogan’s

syndrome
100 93

TABLE II. The formant frequencies of the vowels used in this study.

Vowel F1 ~Hz! F2 ~Hz! F3 ~Hz!

~h!a~d! 647 1864 2561
~h!o~d! 871 1204 2595
~h!ea~d! 555 1851 2624
~h!i~d! 441 2080 2721
~h!ee~d! 367 2390 2777
~h!oo~d! 468 1115 2492
~h!u~d! 629 1146 2643
~wh!o~’d! 366 919 2378

FIG. 1. Block diagram of the experimental setup.
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Moore, 1995! which manipulated synthetic vowels, this
study manipulated naturally produced vowels. The main ad-
vantage in using natural vowels over synthetic vowels is that
the natural stimuli contain both dynamic and static spectral
cues commonly present in fluent speech. Manipulating the
spectrum of natural vowels to have a certain peak-to-trough
ratio, however, is not as simple as manipulating synthetic
vowels. Simply identifying the valley, and modifying the am-
plitude of the valley~while fixing the peak amplitude! to
have a certain peak-to-valley ratio, is not sufficient, because
such a change could distort the spectrum. Likewise, identi-
fying the peak, and modifying the amplitude of the peak
~while fixing the valley amplitude! to have a certain peak-to-
valley ratio, will most likely alter the shape of the spectrum
as well. In addition, the latter method may introduce peak
clipping, i.e., the modified spectral peak amplitude may be
larger than then most comfortable level~MCL!, and there-
fore will need to be clipped to the MCL level.

A spectral contrast enhancement algorithm, which ad-
dresses the above-mentioned issues~peak clipping, spectral
distortion, etc.!, is proposed in this study. The algorithm is
implemented in the logarithmic domain and therefore as-
sumes that the channel amplitudes are expressed in dB units.
Let Ep andEv represent the amplitudes~in dB! of the peak
and valley, respectively, of the electrical amplitudesEi . The
amplitudesEp andEv are estimated by finding the maximum
and minimum amplitudes, respectively, of the first four chan-
nel amplitudes 20 log(Ei), i 51,2,3,4@the first four channels
cover theF1–F2 frequency region#. Then, the spectrally en-
hanced channel amplitudesCi ~in dB! can be obtained as

Ci5
Ei* 2Ev

Ep2Ev
SR1Ep2SR, i 51,2,...,6, ~2!

whereEi* 520 log(Ei), andSRis the desired spectral contrast
in dB. Finally, the spectrally enhanced amplitudesCi are
converted back to the linear domain using the equation:
10Ci /20. Equation~2! preserves the peak amplitude and modi-
fies not only the valley amplitude but also the other ampli-
tudes in order to preserve the shape of the original spectrum.
Figure 2 shows examples of the spectral contrast algorithm

applied to the vowel /}/. Note that the spectrally modified
amplitudes,Ci , never exceed the MCL level, since the origi-
nal peak amplitude is preserved@this can be verified by set-
ting Ei* 5Ep in Eq. ~2!#. By preserving the peak amplitude
we avoid peak-clipping problems. There is a possibility,
however, that the spectrally modified amplitudes may fall
below the threshold level, and in those cases, we set the
corresponding channel amplitudes to threshold. This step
was necessary to ensure that the modified channel ampli-
tudes were within the subject’s dynamic range.

The above-mentioned spectral contrast algorithm was
applied only to the vocalic segment of the /hVd/ words. The
vocalic segment was extracted from the /hVd/ words by
manually removing the first and last pitch periods of the
onset and offset of the vowel. Equation~2! was applied to all
sets of 6-channel amplitudes computed using the CIS strat-
egy within the vocalic segment of the word. The channel
amplitudes estimated for the remaining portion~i.e., the si-
lence and the@h#, @d# segments! of the words were set to the
threshold values. To avoid possible click sensations, the new
onsets and offsets of the vowels were tapered off with a half
Hamming window, 20 ms in duration.

5. Procedure

A total of 6 different sets of vowels was created with
different spectral contrasts~1, 2, 4, 6, 8 and 10 dB! and
presented to CI listeners for identification. For comparative
purposes, we also presented the vowels processed through
the CIS strategy, but were not modified. There were 9 rep-
etitions of each vowel, presented in blocks of 3 repetitions
each. The 7 sets of vowels were completely randomized
within each block. The test session was preceded by one
practice session in which the identity of the vowel was indi-
cated to the listeners.

The stimuli were presented directly to the subjects
through our laboratory processor at a comfortable listening
level. To collect responses, a graphical interface was used
that allowed the subjects to identify the vowels they heard by
clicking on the corresponding button on the graphical inter-
face.

B. Results and discussion

The results, scored in percent correct, for the different
spectral contrasts are shown in Fig. 3. Repeated measures
analysis of variance indicated a significant main effect of
peak-to-trough ratio@F~6,30!510.49, p,0.005# on vowel
recognition. Performance increased monotonically as the
peak-to-trough ratio increased from 1 to 4 dB, and leveled
off thereafter. Post-hoc analysis~according to Fisher’s LSD!
showed that the scores obtained at 4 and 6 dB were not
significantly different (p50.784). Neither were the scores
obtained at 4 dB and the unenhanced condition significantly
different (p50.593). The scores obtained at 2 and 4 dB were
not significantly different (p50.173), but the scores ob-
tained at 2 and 1 dB were significantly different (p,0.05).

The individual subjects’ performance on vowel recogni-
tion is shown in Fig. 4. The subjects’ performance varied
considerably as a function of peak-to-trough ratio. Most sub-

FIG. 2. Example of spectral modification of the vowel /}/ to 2–10 dB
contrast. The original, unenhanced, channel amplitudes are shown in the
dotted line.
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jects ~S2, S4, S5, S6! achieved maximum performance at 6
dB peak-to-trough ratio, one subject~S3! achieved maximum
performance at 4 dB, while another subject~S1! achieved
maximum performance at 8 dB peak-to-trough ratio. Vowel
recognition performance declined for subjects S3 and S4
when the peak-to-trough ratio became larger than 4 dB. We
suspect that this was due to the fact that the dynamic range
of some electrodes was smaller than 10 dB for some sub-
jects. For instance, the average dynamic range of electrodes
5 and 6 for subject S4 was 6 dB, i.e., it was smaller than the
tested peak-to-trough ratio. In this case, over enhancing the
channel amplitudes might have the same effect as turning off
individual electrodes, since enhanced amplitudes smaller
than the threshold levels were set to the threshold levels.
Subject S1 needed an 8 dB peak-to-trough ratio to reach
asymptotic performance. We suspect that this may be due to
the fact that she was fitted with a 5-channel processor, com-
pared to the other subjects who were fitted with 6-channel
processors. This outcome suggests the possibility that a
larger spectral contrast is needed for subjects receiving a
small number of independent channels of stimulation. This
hypothesis is investigated further in experiment 2.

The outcome that subjects achieved maximum vowel

recognition performance at different levels of spectral con-
trast led us to wonder whether that was related to the sub-
ject’s dynamic range, which ranged from a low of 9 dB for
some subjects to a maximum of 28 dB for others. That is,
were the subjects with the larger dynamic range the ones
requiring larger spectral contrast to achieve maximum levels
of performance? This was based on the assumption that sub-
jects with a wide dynamic range should have a slow growth
of loudness; hence they should require a larger spectral con-
trast for the same loudness difference. Similarly, were the
subjects with the smaller dynamic range the ones requiring
smaller spectral contrast? To answer these questions, we per-
formed correlation analysis~Fig. 5! between the average
~across all electrodes! dynamic range and the amount of
spectral contrast needed to achieve maximum performance.
The resulting correlation~Pearson’s! coefficient between dy-
namic range and spectral contrast was very weak (r
50.334) and nonsignificant (p50.517). As shown in Fig. 5,
subject S6 who had a large dynamic range~28 dB! required
the same amount of spectral contrast to achieve maximum
performance as subject S5 who only had a 10 dB dynamic
range. This outcome suggests that the amount of spectral
contrast needed for vowel identification is independent of the
dynamic range, and therefore may be dependent on other
factors. Experiment 2 investigates the possibility that spec-
tral resolution might be one of the factors affecting the
amount of spectral contrast needed to reach asymptotic per-
formance.

As shown in Fig. 4, not all subjects reached an asymp-
tote in performance as the peak-to-trough ratio increased.
Performance for some subjects reached a peak at 6 dB and
then declined slightly thereafter. We expected that the sub-
jects’ performance would asymptote at the same level as that
obtained using the original~unmodified! vowels. That was
not the case, however. In fact, some of the spectrally modi-
fied vowels were more easily identified than the original
vowels. Figure 6 shows the average scores for each vowel
for the original, the 4 dB, and the 6 dB contrast conditions.
The majority of the vowels benefited from spectral contrast
modification with the largest benefit obtained for the vowels

FIG. 3. Mean performance of cochlear-implant listeners on vowel recogni-
tion as a function of spectral contrast. Error bars indicate6standard errors of
the mean.

FIG. 4. Individual cochlear implant subject’s performance on vowel recog-
nition as a function of spectral contrast.

FIG. 5. Correlation between average~across all electrodes! electrical dy-
namic range and the amount of spectral contrast needed to achieve maxi-
mum vowel recognition performance.
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/a i u #/. The fact that the spectrally modified vowels~which
had a 4 and 6 dB peak-to-trough ratio! were more easily
identified than the original vowels suggests that some vowels
had originally smaller spectral contrast. Indeed, we found out
that the spectral contrast of some vowels was smaller than 6
dB before enhancement. Figure 7 shows, as an example, the
histogram of peak-to-trough ratios of the channel amplitudes
of the vowel /a/ processed through subject S2’s processor,
i.e., computed after bandpass filtering, envelope detection
and logarithmic compression. The peak-to-trough ratio of the
original ~unmodified! vowel /a/ varied from a low of 0.3 dB
to a high of 4 dB, with an average of 1.9 dB. It was therefore
not surprising that subject S2’s performance on identification
of the vowel /a/ jumped from 11% correct for the original
vowels to 78% correct for the vowels enhanced to 6 dB
spectral contrast.

Vowel /a/ ~unenhanced! was the most difficult vowel to
identify ~Fig. 6!, consistent with previous findings by Loizou
et al. ~1998! on vowel identification by CI users. Close
analysis of the well identified and the poorly identified to-

kens of ‘‘hod’’ in the Loizouet al. ~1998! study showed that
the poorly identified tokens lacked the distinct peak in the
channel amplitude spectrum characteristic of the well-
identified tokens. The poorly identified tokens of ‘‘hod’’ were
characterized by a more diffuse distribution of energy across
channels 4–6, and had therefore smaller spectral contrast.
Increasing the spectral contrast of the vowel /a/ made the
peak in the channel amplitude spectrum more distinct and
perceptually more salient, leading to a significant improve-
ment in identification. As shown in Fig. 6, not all vowels
benefited from spectral contrast enhancement. This is be-
cause some vowels have inherently larger spectral contrast
than others, with the front vowels having the largest spectral
contrast~Fant, 1973!. So, no improvements were obtained
when the original~unenhanced! vowels had a spectral con-
trast larger than 4–6 dB.

Subject S2 was not the only subject that benefited in
vowel recognition from spectral contrast enhancement. As
shown in Fig. 4, subjects S1, S3, S4 also benefited. Subject
S3’s scores improved from 76% correct using the original
vowels to 94% using vowels modified to have a 4 dBspec-
tral contrast. Subject S4’s scores improved from 47% correct
using unenhanced vowels to 64% using vowels enhanced to
6 dB contrast. These results are encouraging as they suggest
that postprocessing the channel amplitudes~estimated using
the CIS strategy! through a spectral-contrast enhancement
algorithm can improve the vowel recognition performance of
some CI listeners.

In addition to the improvement in vowel identification,
enhancing the spectral contrast may also potentially improve
consonant identification. Dorman and Loizou~1996! showed
that the identification of the consonants /p t k/, which were
responsible for the majority of the consonant confusion er-
rors, can be improved by enhancing the peak of the conso-
nant spectra at the onset. To improve the identification of /ka/
for example, Dorman and Loizou~1996! low-pass filtered
the consonant using a cutoff frequency just below the fre-
quency of channel 5. The low-pass filtering reduced the en-
ergy in channels 5 and 6, thereby emphasizing the ‘‘midfre-
quency’’ peak characteristic of velars. Low-pass filtering
improved the spectral contrast of /k/ and consequently im-
proved recognition, much like the spectral contrast algorithm
in this study improved the contrast of the vowel /a/ and con-
sequently improved recognition.

The results of this experiment not only tell us about the
minimum spectral contrast needed for vowel identification
by CI listeners, but they also tell us about the absolute mini-
mum dynamic range needed for vowel identification. For
subjects fitted with 6-channel cochlear implant processors, a
minimum of 6-dB dynamic range is needed for vowel iden-
tification. And this is a very conservative estimate, because it
does not account for the compression of the acoustic ampli-
tudes to electric amplitudes. The~logarithmic! compression
maps the input signal to a small portion of the output dy-
namic range, and it rarely, if ever, covers the whole dynamic
range. It is possible, as shown in Fig. 4 in Loizouet al.
~2000!, for a signal to be mapped to a 24 dB dynamic range,
and have less than 10 dB of spectral contrast. Having there-

FIG. 6. Mean performance of CI listeners for the unenhanced, the 4 dB, and
the 6 dB contrast conditions for each vowel. Error bars indicate standard
errors of the mean.

FIG. 7. Histogram of peak-to-trough ratios of the channel amplitudes of the
vowel /a/ processed through subject S2’s processor.
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fore a dynamic range larger than 6 dB increases the probabil-
ity that the resulting spectral contrast will be at least 6 dB.

III. EXPERIMENT 2: MINIMUM VOWEL SPECTRAL
CONTRAST NEEDED BY NORMAL-HEARING
LISTENERS

In experiment 1 we found that most cochlear implant
listeners who were fitted with a 6-channel processor needed
at least a 4–6 dB peak-to-trough ratio for accurate vowel
recognition. In this experiment, we investigate whether this
outcome holds when speech is processed through a larger~or
smaller! number of channels. We hypothesize that there is a
trade-off between spectral resolution~number of spectral
channels! available and spectral contrast needed. This hy-
pothesis was partially motivated by the finding that one of
our CI users~S1!, who was fitted with a 5-channel CIS pro-
cessor, needed a larger spectral contrast for vowel identifica-
tion compared to the other CI users~see Fig. 4!.

To produce speech with varying degrees of spectral
resolution, speech was filtered through 4–12 frequency
bands, and synthesized as a linear combination of sine waves
with amplitudes extracted from the envelopes of the band-
passed wave forms, and frequencies equal to the center fre-
quencies of the bandpass filters. The spectral contrast algo-
rithm presented in experiment 1 was applied to the sine wave
amplitudes to produce vowels with varying degrees of spec-
tral contrast, ranging from 1 to 20 dB. The intelligibility of
vowels was assessed as a function of spectral resolution and
as a function of spectral contrast, using normal-hearing lis-
teners as subjects.

A. Method

1. Subjects

Nine graduate students from the University of Arkansas
at Little Rock1 served as subjects. All of the subjects were
native speakers of American English and had normal hear-
ing. The subjects were paid for their participation.

2. Speech material

The same vowel stimuli used in experiment 1 were used.

3. Signal processing

Signals were first processed through a pre-emphasis fil-
ter ~2000 Hz cutoff!, with a 3 dB/octave roll-off, and then
bandpassed inton frequency bands (n54,6,8,12) using
sixth-order Butterworth filters. Logarithmic filter spacing
was used forn,8 and mel spacing was used forn>8. The
center frequencies and the 3 dB bandwidths of the filters can
be found in Loizouet al. ~1999!. The envelopes of the signal
were extracted by full-wave rectification, and low-pass filter-
ing ~second-order Butterworth! with a 400 Hz cutoff fre-
quency. The envelope amplitudes were estimated by comput-
ing the rms energy of the envelopes every 4 ms. The spectral
contrast algorithm presented in experiment 1 was used to
modify the peak-to-trough ratio of the estimated envelope
amplitudes toQ dB (Q51,2,4,6,8,10,15,20). Sine waves
were generated with amplitudes equal to the spectrally en-
hanced envelope amplitudes, and frequencies equal to the

center frequencies of the bandpass filters. The phases of the
sinusoids were estimated from the Fast Fourier Transform of
the speech segment~Loizou et al., 1999!. The sinusoids of
each band were finally summed and the level of the synthe-
sized speech segment was adjusted to have the same rms
value as the original speech segment.

In addition to the spectrally enhanced vowels, we also
processed vowels as described previously but without en-
hancing the envelope amplitudes. We used this condition for
comparative reasons and refer to it as the ‘‘unenhanced’’ con-
dition.

4. Procedure

The experiment was performed on a PC equipped with a
Creative Labs SoundBlaster 16 soundcard. The subjects lis-
tened to the speech material via closed ear-cushion head-
phones at a comfortable level set by the subject. A graphical
interface was used that allowed the subjects to select the
vowel they heard using a mouse.

Before each condition, subjects were given a practice
session with examples of vowels processed through the same
number of channels and the same peak-to-trough ratio in that
condition. A sequential test order, starting with speech mate-
rial processed through a large number of channels (n512)
and continuing to speech material processed through a small
number of channels (n54), was employed. We chose this
sequential test design to give the subjects time to adapt to
listening to altered speech signals. The test order for the
different peak-to-trough ratios in each channel condition was
counterbalanced between subjects.

B. Results and discussion

The results, scored in percent correct, are shown in Fig.
8. A two-factor~channels and peak-to-trough ratio! repeated
measures analysis of variance~ANOVA ! showed a signifi-
cant main effect of number of channels@F~3,24!58.73, p
,0.0005#, a significant effect of peak-to-trough ratio
@F~8,64!567.37, p,0.0005#, and a significant interaction
between number of channels and peak-to-trough ratio
@F~24,192!53.73,p,0.0005#.

For vowels processed through 4 channels, normal-
hearing listeners needed at least a 6 dBpeak-to-trough ratio

FIG. 8. Mean performance of normal-hearing listeners on vowel recognition
as a function of spectral contrast and number of channels.
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to identify vowels with greater than 80% accuracy. Post-hoc
analysis, according to Tukey, showed that the vowel scores
obtained at 6 dB were not significantly different (p50.9)
from the scores obtained at 20 dB. The scores obtained at 10
dB were not significantly different (p51.0) from the scores
obtained at 20 dB. For vowels processed through 6 or 8
channels, normal-hearing listeners needed a 4 dB peak-to-
trough ratio to identify vowels with the same accuracy. This
is consistent with our findings in experiment 1 with cochlear
implant users fitted with 6-channel processors. The scores
obtained with 4 dB contrast using 6 or 8 channels were not
significantly different ~p.0.5, Tukey post-hoc! from the
scores obtained at 20 dB. Finally, for vowels processed
through 12 channels, normal-hearing listeners needed only a
1 dB peak-to-trough ratio to identify vowels with greater
than 80% accuracy. Post-hoc analysis~Tukey! showed that
the score obtained at 2 dB was only marginally different (p
50.044) from the score obtained at 20 dB.

The above-given results obtained with 4 channels con-
firm our original hypothesis that when the spectral resolution
is poor, a comparatively larger spectral contrast is needed for
vowel identification. A larger spectral contrast is needed, be-
cause we suspect that listeners must be using amplitude dif-
ferences across channels to infer the frequency content~e.g.,
formant locations, etc.! of the signal when the spectral reso-
lution is poor. Conversely, when the spectral resolution is
fine ~12 channels!, a small spectral contrast~1 dB! is suffi-
cient. The results in experiment 1 with CI patients fitted with
6-channel processors showed that a 4–6 dB amplitude dif-
ference between the peak and the valley needs to be main-
tained for accurate vowel recognition. Consistent with the
above-mentioned hypothesis and the findings of experiment
2, subject S1, who was fitted with a 5-channel processor,
needed a larger spectral contrast~8 dB! to achieve maximum
performance on vowel recognition. Judging from the sub-
ject’s low scores on open set recognition~Table I!, it seems
likely that subject S1 may be receiving a small number
~probably less than 5! of independent channels of stimula-
tion. The results of experiment 2 suggest that if we could
somehow provide at least 12 channels of stimulation to CI
listeners, then a small spectral contrast~1–2 dB!, and conse-
quently, a small dynamic range~at least 2 dB! would be
sufficient for vowel recognition.

The results obtained with 12 channels are consistent
with those reported in the literature~Turner and Van Tassel,
1984; Leeket al., 1987; Summerfieldet al., 1987; Alcantara
and Moore, 1995! that only a 1–2 dB spectral contrast is
needed to identify vowel-like harmonic complexes with
70%–75% correct accuracy. Note that the subjects in the
Alcantara and Moore~1995! study needed a 3 dBcontrast to
achieve 75% correct accuracy~six vowel-like harmonic com-
plexes were used in their study, whereas Leeket al. used
four vowel-like harmonic complexes!. Our study showed
that high vowel recognition performance~.80% correct! can
be achieved even with 1 dB spectral contrast. This vowel
identification threshold is the same as the psychophysical
threshold needed to detect a change in the amplitude spec-
trum of a complex signal. Greenet al. ~1983! showed, for
instance, that normal-hearing listeners can detect 1 dB incre-

ments added to one component of a complex signal.
The mean scores obtained in this study with 1 dB con-

trast were considerably higher than any of the scores re-
ported in the literature on a similar experiment. For a 1 dB
contrast, the subjects of Leeket al. ~1987! achieved 55%
accuracy, the subjects of Alcantara and Moore~1995!
achieved 35% accuracy, while our subjects achieved 82%
accuracy. Higher performance was achieved in this study
even though we represented the vowel spectra with 12 fre-
quency components as opposed to 30 harmonics in the Leek
et al.study, and used a larger number of vowels~8 vowels in
our study versus 4 vowels in the Leeket al. study and 6
vowels in the Alcantara and Moore study!. We believe that
the higher performance in vowel recognition was obtained in
our study because we used natural vowels. Our vowel stimuli
contained most of the spectral cues present in naturally pro-
duced vowels, includingF0 variation and formant move-
ments. In addition, the listeners had access to duration cues.
We do not believe that the high performance obtained with
our stimuli was primarily because of duration cues, because a
recent study by Hillenbrandet al. ~2000! with normal-
hearing listeners showed that the vowel duration had a small
overall effect on vowel identification.

Several studies have shown that hearing-impaired listen-
ers need a larger spectral contrast compared to normal-
hearing listeners to achieve high vowel recognition perfor-
mance~e.g., Leeket al., 1987!. This was attributed to the
wider-than-normal auditory filters. The situation with CI lis-
teners, however, is quite different, since the auditory filters
are bypassed with electrical stimulation. The results from
experiment 2 suggest that cochlear implant listeners need a
larger spectral contrast than normal-hearing listeners not be-
cause of the limited dynamic range, but because of the re-
duced spectral resolution.

IV. CONCLUSIONS

~1! Cochlear implant listeners fitted with 6-channel CIS
processors need at least a 4 dB spectral contrast to identify
natural vowels with high accuracy. Most subjects achieved
the highest performance on vowel recognition with a 6 dB
spectral contrast, while one subject needed 8 dB.

~2! Increasing the vowel spectral contrast to 6 dB ben-
efited most subjects in vowel recognition. Some subjects’
vowel scores improved by about 20 percentage points when
the vowels were enhanced to 6 dB. These results are encour-
aging as they suggest that we can improve vowel recognition
for CI users, simply by postprocessing the CIS channel am-
plitudes through a spectral contrast enhancement algorithm.
The proposed spectral contrast enhancement algorithm used
in this study is relatively easy to implement and is amenable
for real-time implementation.

~3! The results of experiment 2 with normal-hearing lis-
teners indicated that the minimum spectral contrast needed
for vowel identification was dependent on the spectral reso-
lution, i.e., the number of channels of frequency information
available. For vowels processed through 4 channels, normal-
hearing listeners needed at least a 6 dBpeak-to-trough ratio
to identify vowels with greater than 80% accuracy, while for
vowels processed through 6 or 8 channels, normal-hearing
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listeners needed a 4 dBpeak-to-trough ratio to identify vow-
els with the same accuracy, consistent with our findings with
CI users. For vowels processed through 12 channels, normal-
hearing listeners needed only a 1 dBpeak-to-trough ratio to
identify vowels with greater than 80% accuracy.

~4! The above-mentioned findings with normal-hearing
listeners are consistent with our hypothesis that when the
spectral resolution is poor, a larger spectral contrast is needed
for vowel identification. Conversely, when the spectral reso-
lution is fine, a small spectral contrast~1 dB! is sufficient.

~5! For vowels processed through 12 channels, a 1 dB
contrast was sufficient to reach high performance~.80%
correct! on vowel recognition. The high scores achieved with
1 dB contrast were significantly higher than the scores re-
ported in the literature~55% correct in the Leeket al. study
and 33% correct in the Alcantura and Moore study!. The
high performance obtained in our study can be attributed to
the fact that we used naturally produced vowels.

~6! The outcomes of experiments 1 and 2, taken to-
gether suggest that CI listeners need a larger spectral contrast
~4–6 dB! than normal-hearing listeners to achieve high rec-
ognition accuracy, not because of the limited dynamic range,
but because of the limited spectral resolution.
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On the upper cutoff frequency of the auditory critical-band
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Studies in neurophysiology and in psychophysics provide evidence for the existence of temporal
integration mechanisms in the auditory system. These auditory mechanisms may be viewed as
‘‘detectors,’’ parametrized by their cutoff frequencies. There is an interest in quantifying those cutoff
frequencies by direct psychophysical measurement, in particular for tasks that are related to speech
perception. In this study, the inherent difficulties in synthesizing speech signals with prescribed
temporal envelope bandwidthat the output of the listener’s cochleahave been identified. In order to
circumvent these difficulties, a dichotic synthesis technique is suggested with interleaving
critical-band envelopes. This technique is capable of producing signals which generate cochlear
temporal envelopes with prescribed bandwidth. Moreover, for unsmoothed envelopes, the synthetic
signal is perceptually indistinguishable from the original. With this technique established,
psychophysical experiments have been conducted to quantify the upper cutoff frequency of the
auditory critical-band envelope detectors at threshold, using high-quality, wideband speech signals
~bandwidth of 7 kHz! as test stimuli. These experiments show that in order to preserve speech
quality ~i.e., for inaudible distortions!, the minimum bandwidth of the envelope information for a
given auditory channel is considerably smaller than a critical-band bandwidth~roughly one-half of
one critical band!. Difficulties encountered in using the dichotic synthesis technique to measure the
cutoff frequencies relevant to intelligibility of speech signals with fair quality levels~e.g., above
MOS level 3! are also discussed. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1396325#

PACS numbers: 43.71.Pc, 43.66.Ba, 43.72.Ar@DOS#

I. INTRODUCTION

Studies in neurophysiology and in psychophysics pro-
vide evidence for the existence of temporal integration
mechanisms in the auditory system~e.g., Eddins and Green,
1995!. The neural circuitry that realizes these mechanisms is
yet to be understood. At the least, we may view these mecha-
nisms as ‘‘detectors,’’ characterized in part by their lower-
and upper cutoff frequencies. These cutoff frequencies deter-
mine which part of the input information that is present at the
auditory-nerve~AN! level is perceptually relevant. Hence, it
is important to quantify these frequencies, particularly for
tasks that are related to speech perception.

Two recent studies~Drullmanet al., 1994 and Chiet al.,
1999! seem to provide psychophysically based estimates of
the cutoff frequencies of the auditory detectors involved in
tasks related to speech intelligibility. These studies are in-
spired by the apparent ability of the speech transmission in-
dex ~STI! to predict intelligibility scores for speech recorded
in auditorium-like conditions~e.g., Steeneken and Houtgast,
1980!. Recall that the STI is computed from the modulation
transfer functions~MTFs! of the transmission path between
the location of the speech source and that of the microphone.
An MTF is specified at a given frequency as the degree to
which the original intensity modulations are preserved at the
microphone location. In Steeneken and Houtgast, 1980, the
MTFs are measured for 7 one-octave-wide noise carriers

centered at frequencies that are one octave apart~from 125 to
8000 Hz!, with 14 modulation frequencies~0.63 to 12.5 Hz,
in one-third-octave steps!. @Note that the range of center fre-
quencies covers the frequency range used in speech commu-
nication, and that the range of the modulation frequencies
covers the time constants of the articulatory mechanisms
used by the human speaker.# The high correlation of STI and
speech intelligibility scores~Steeneken and Houtgast, 1980!,
and the fact that STI is based upon MTFs, raises the question
whether auditory detectors active in the speech intelligibility
task have a cutoff frequency of the order of 12.5 Hz~i.e., the
maximum modulation frequency in Steeneken and Houtgast,
1980!. In Drullman et al. ~1994!, an attempt was made to
assess the amount by which temporal modulations can be
reduced without affecting the performance in a phoneme
identification task. Results showed that temporal envelope
smoothing hardly affect the performance, even for cutoff fre-
quency as low as 16 Hz. In Chiet al. ~1999!, detection
thresholds were measured for spectral and temporal MTFs
using broadband stimuli with sinusoidally rippled profiles
that vary with time. Results showed that temporal MTFs ex-
hibit low-pass characteristics, with cutoff frequencies similar
to those of Drullmanet al. ~1994!.

A question that emerges at this point is whether the psy-
chophysical data obtained by these experiments, about the
bandwidth of temporal MTFs, can also be considered as evi-
dence of the characteristics of the relevant auditory mecha-
nisms~i.e., that they are low-pass in nature, with cutoff fre-
quencies of about 16 Hz!. As shown in Sec. II, such a

a!This work was done while the author was with Bell Labs, Lucent Tech-
nologies.
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conclusion is not permissible. This is so because the ob-
served psychophysical performance is, in part, a conse-
quence of using signal-processing techniques which, for a
prescribed envelope bandwidth, produce synthetic signals
that generate internal auditory representations whose tempo-
ral envelopes are wideband signals, with envelope band-
widths as wide as one critical band. Therefore, while per-
forming the psychophysical experiments the human observer
was presented with rich temporal envelope information, with
a bandwidth much beyond the nominal value prescribed at
the input.

In Sec. III, the difficulties inherent in synthesizing
speech signals with prescribed temporal envelope bandwidth
at the output of the listener’s cochlea are identified. In order
to circumvent these difficulties, a dichotic1 synthesis has
been suggested with interleaving smoothed critical-band en-
velopes. This technique has two desired capabilities:~1! it
produces synthetic signals which generate cochlear temporal
envelopes with prescribed bandwidth, and~2! for un-
smoothed envelopes, the synthetic signal is perceptually in-
distinguishable from the original. With this technique estab-
lished, psychophysical experiments have been conducted to
quantify the upper cutoff frequency of the auditory critical-
band envelope detectors at threshold~i.e., in the context of
preserving speech quality! using high-quality, wideband
speech signals~bandwidth of 7 kHz! as test stimuli~Sec. IV!.
Finally, in Sec. V, the difficulties encountered in using the
dichotic synthesis technique to measure the cutoff frequen-
cies relevant to intelligibility of speech signals with some
reasonable level of quality~say, ‘‘fair’’—or 3—on the MOS
scale2! are also discussed.

II. TEMPORAL SMOOTHING AND SPEECH
INTELLIGIBILITY

It is widely accepted that a decomposition of the output
of a cochlear filter into a temporal envelope and a ‘‘carrier’’

may be used to quantify the role of auditory mechanisms in
speech perception~e.g., Flanagan, 1980!. This is supported
by our current understanding of the way the auditory system
~the periphery, in particular! operates.

Let s(t) be the original speech signal, and letsi(t) be a
bandlimited signal resulting from filterings(t) throughhi(t)

si~ t !5s~ t !* hi~ t !. ~1!

Here, hi(t) is the impulse response of thei th critical-band
filter and the operator* represents convolution. We can ex-
presssi(t) of Eq. ~1! as

si~ t !5ai~ t !cosf i~ t !, ~2!

where ai(t) is the Hilbert envelope3 of si(t), f i(t) is the
Hilbert instantaneous phase3 of si(t), and cosfi(t) is the
carrier of si(t). We refer to the expression of Eq.~2! as ‘‘the
envelope/carrier decomposition’’ ofsi(t).

Let ãi(t) be a filtered version ofai(t), low-passed to
some cutoff frequencyB. The envelope-smoothedcritical-
band signal is defined as

sī~ t !5ãi~ t !cosf i~ t !, ~3!

and the envelope-smoothed speech signal is defined as

s̄~ t !5(
i 51

N

s̄i~ t !5(
i 51

N

ãi~ t !cosf i~ t !, ~4!

whereN is the number of critical bands.
Figure 1 shows~from top to bottom! ~a! a 440-ms-long

segment of the original speechs(t); ~b! the output signal,
si(t), of a critical-band filter centered at 2450 Hz;~c! the
envelopeai(t); ~d! the smoothed envelopeãi(t), low-pass
filtered toB516 Hz, and~e! the envelope-smoothed critical-
band signals̄i(t).

In Drullman et al. ~1994!, the envelope-smoothed
speech of Eq.~4! was used to measure human performance
in a phoneme identification task as a function of the cutoff

FIG. 1. From top to bottom:~a! a 440-ms-long segment
of the original speechs(t); ~b! the output signal,si(t),
of a critical-band filter centered at 2450 Hz;~c! the
envelopeai(t); ~d! the smoothed envelopeãi(t) ~low-
pass filtered toB516 Hz!; and ~e! the envelope-
smoothed critical-band signals̄i(t). The ordinate of
panels~b! to ~e! have the same scale. The ordinate of
panel~a! has a different scale.
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frequencyB of a low-pass filter representing the temporal
smoothing. Results showed that performance was hardly af-
fected by temporal envelope smoothing characterized by cut-
off frequencies higher than 16 Hz.

A question that emerges at this point is whether these
findings can be considered as evidence that relevant auditory
mechanisms are low-pass in nature, with cutoff frequency of
about 16 Hz. This question stems from our current under-
standing of the relationship between the envelopeai(t) of
the driving signal and the properties of the auditory-nerve
firing patterns they stimulate. This understanding is better, in
particular, for AN fibers with high characteristic frequencies
~CFs!,4 where the synchrony of neural discharges to frequen-
cies near the CF is greatly reduced, due to the physiological
limitations of the inner hair cell~IHC! in following the car-
rier information. At these frequencies, temporal information
is preserved by the instantaneous average rate of the neural
firings, which is related to the temporal envelope of the un-
derlying driving cochlear signal.5 Is it correct to assume that,
by presenting the listener with the envelope-smoothed signal
ãi(t)cosfi(t), the instantaneous average rate of the corre-
sponding stimulated AN fibers is also smoothed, limiting the
bandwidth of the information available to the upper auditory
stages toB?

A. The role of interaction between temporal envelope
and phase

Such a conclusion would be justified if the processing of
the speech signal would result in the signal of Fig. 1~e! at the
output of the listener’s cochlear filter. This, however, is not
the case as illustrated in Fig. 2. Figure 2~b! shows the output
signal of a critical-band filter, identical to the one used in
Fig. 1, for the input signal shown in Fig. 1~e!. @For pictorial
clarity, Fig. 1~e! is redrawn as Fig. 2~a!.# Figure 2~c! shows
its envelope. Clearly, these signals@of Figs. 2~b! and~c!# do
not look at all like the smooth signals of Figs. 1~e! and ~d!,
respectively. Indeed, they look very much like the original
~nonsmoothed! signals of Figs. 1~b! and~c!, respectively.@To
highlight this point, a comparison of the envelope signals,
Fig. 1~c! and Fig. 2~c!, is shown in Fig. 2~d!.# The implica-

tion of this finding is that the envelope-smoothed speech
signal s̄(t) of Eq. ~4! is inappropriate for the purpose of
measuring the cutoff frequency of the auditory envelope de-
tector. This is so because, when listening tos̄(t), the human
observer is presented with rich envelope information, much
beyond the nominal cutoff frequency of the smoothing filter.

The fact that filtering the smooth signal restores much of
the nonsmoothed envelope appears to be somewhat unex-
pected. However, two theorems, one in the field of signal
processing and one in the field of communications, provide
analytic support to this finding. These theorems determine
that: ~1! For a bandlimited signalsi(t)5ai(t)cosfi(t), the
envelope signalai(t) and the phase signalf i(t) are related
~e.g., Voelcker, 1966!, and~2! If f(t) is a bandlimited signal,
and if cosf(t) is the input to a bandpass filter@note that the
envelope of the input signal is a constant, i.e.,ai(t)51#, then
the filter’s output has an envelope that is related tof(t)
~e.g., Rice, 1973!. A corollary to these theorems is that if we
pass the envelope-smoothed signalsī(t)5ãi(t)cosfi(t)
through a bandpass filter, the bandwidth of the output enve-
lope is larger than the bandwidth ofãi(t) @where the extra
information is regenerated fromf i(t)#. If the bandpass filter
represents a cochlear filter, the bandwidth of the temporal
envelope information available to the listener is greater than
the nominal smoothing cutoff frequency,B!

One clarification is noteworthy. The envelope signal of
Fig. 2~c! ~representing the envelope at the listener’s cochlear
output! exhibits both pitch modulations and articulatory
modulations. Recall that the articulatory modulations~the
main carrier of speech intelligibility! of the input envelope
signal were low-pass filtered toB ~e.g., 16 Hz!. A question
arises whether the envelope signal shown in Fig. 2~c! is
mainly composed of pitch modulations~i.e., a secondary car-
rier of speech intelligibility!, while the articulatory modula-
tions are bandlimited toB, as intended. To answer this ques-
tion, recall that thephase informationof the input signal is
unsmoothed, comprising the unsmoothed articulatory modu-
lations and the unsmoothed pitch modulations. It is impos-
sible to use the analytic expressions derived by Rice to iso-
late the response of the filter to the articulatory modulations
from its response to the pitch modulations.~This is so be-

FIG. 2. From top to bottom:~a! Fig. 1~e!, redrawn;~b!
the output signal of a critical-band filter centered at
2450 Hz, for the input signal shown in~a!; ~c! the en-
velope signal of the critical-band signal of~b!; and ~d!
comparison of the envelope signals of Figs. 1~c! and
2~c!. Ordinate of all panels have the same scale.
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cause of the complexity of these expressions.! Suffice it to
say that even though the articulatory information of the input
envelope signal was appropriately smoothed~e.g., to 16 Hz!,
it still exists in its entirety in the input phase signal and,
therefore, will be regenerated as part of the envelope signal
at the filter’s output.

III. DICHOTIC SYNTHESIS WITH INTERLEAVING
CHANNELS

For a direct psychophysical measurement of the cutoff
frequency of the auditory envelope detector, we have to en-
sure bandlimited envelope information at the listener’s AN.
This requirement can be elaborated as follows. Recall that
information is conveyed to the AN by a large number of
highly overlapped cochlear filters, with a density and loca-
tion determined by the discrete distribution of the IHCs
along the continuous cochlear partition. When the source sig-
nal s(t) is passed through this cochlear filter bank, the re-
sulting envelopes change gradually with CF as we move
across the filter bank. The signal-processing method we seek
should enable us to generate a signal that, when passed
through the cochlear filter bank, will result in smoothed en-
velopes that are the envelopes generated by the source signal
s(t), low-pass filtered to the prescribed cutoff frequencyB.
This requirement, termed ‘‘the globally smoothed cochlear
envelopes criterion,’’ is formulated in Sec. III A.

In Sec. III B we consider a signal-processing technique
based on diotic6 speech synthesis, using pure cosine carriers.
We shall demonstrate that this technique indeed generates
smoothed envelopes at the output of the listener’s cochlea,
but only at the locations that correspond to the frequencies of
the cosine carriers. At all other locations, distortions are gen-
erated that are perceptually noticeable. In Sec. III C we sug-
gest a signal-processing technique designed to circumvent
this problem. The technique is based upon dichotic speech
synthesis with interleaving smoothed critical-band enve-
lopes, and is based on the assumption that when the two
streams are presented to the left and the right ears, the audi-
tory system produces a single fused image~e.g., Durlach and
Colburn, 1978!. By using this procedure, perceivable distor-
tions are greatly reduced.

Finally, we note that the present study is limited to mea-
suring the cutoff frequency of the auditory envelope detec-
tors only at the high CF region~i.e., frequencies above 1500
Hz!. As mentioned before, ascending information at this fre-
quency range is conveyed mainly via the temporal envelope
of the cochlear signals~while the carrier information is lost!.
The lower frequency range~i.e., below 1500 Hz! was not
addressed here since we lack understanding of the post-AN
mechanisms that are active at the low CFs~and are sensitive
to synchrony!.

A. The globally smoothed cochlear envelopes
criterion

Let s(t) be processed by a filter bank consisting of the
cochlear-shape filtersH1, H2 , andHx ~realized, for example,
as gammatone filters, Slaney, 1993!, whereH1 and H2 are
one critical band apart, andHx is located in betweenH1 and
H2 ~Fig. 3!. Let the envelope signals of Fig. 3,a1(t), a2(t),

and ax(t), be temporally smoothed toã1(t), ã2(t), and
ãx(t), respectively, and let

s̃~ t !5F~ ã1~ t !,ã2~ t !!, ~5!

where F(•,•) stands for the desired signal-processing
method. Let thiss̃(t) be fed to the filter bank of Fig. 3, as
shown in Fig. 4. The resulting output signals,
bi(t)cosci(t), i51,2,x, have envelope signalsb1(t), b2(t),
and bx(t) @and carrier signals cosc1(t), cosc2(t), and
coscx(t)#. For filters located at the high-frequency range
~say, above 1500 Hz!, the desired signal-processing method
F(•,•) should be designed to produces̃(t) such that

bi~ t !5ãi~ t !, i 51,2,x. ~6!

Note that the properties of the signal carriers cosci(t) are
being ignored since, at this frequency range, they are consid-
ered irrelevant due to the inability of the inner hair cell to
follow the carrier information.

B. Diotic synthesis with pure cosine carriers

Reiterating Eqs.~1! and ~2!, let

si~ t !5s~ t !* hi~ t !5ai~ t !cosf i~ t !, ~7!

wheres(t) is the input signal,hi(t) is the impulse response
of a gammatone filter centered at frequencyf i ~above 1500
Hz!, the operator* represents convolution, andai(t) and
cosfi(t) are, respectively, the envelope and the carrier of the
filtered signalsi(t). Motivated by the observation that neural
firings of AN fibers originating at this frequency range

FIG. 3. Passings(t) through cochlear-shape filtersH1 , H2 , andHx . The
spacing betweenH1 andH2 is one critical band.Hx represents one of the
many overlapping cochlear filters located in betweenH1 andH2 . The en-
velope signalsai(t) are temporally smoothed toãi(t), using a low-pass
filter.

FIG. 4. Passings̃(t) throughH1 , H2 , andHx of Fig. 3. The desired signal
processing methodF(•,•) should be designed to produces̃(t), which satis-
fies Eq.~6!.
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mainly transmit the envelope informationai(t), let us con-
sider the signal

ŝi~ t !5ai~ t !cos 2p f i t5ai~ t !cosv i t, ~8!

that is, si(t), with the original carrier cosfi(t) of Eq. ~7!
replaced by a cosine carrier cosvit. Let ai(t) be low-pass
filtered to ãi(t), and let

s̃i~ t !5ãi~ t !cosv i t. ~9!

Note thats̃i(t) is a bandlimited signal centered at frequency
f i . If s̃i(t) is presented to the listener’s ear, the resulting
envelope signal at the place along the cochlear partition that
corresponds to frequencyf i will be the smoothed envelope
ãi(t). One possible signal-processing strategy could, there-
fore, be to generate a signal

s̃~ t !5sbaseband~ t !1(
i 51

N

ãi~ t !cosv i t, ~10!

where sbaseband(t) represents the low-frequency range~i.e.,
below 1500 Hz!, and ãi(t), i 51,...,N are the smoothed-
envelope signals ofN gammatone filters equally spaced
along the critical-band scale, with a spacing of one critical
band, above 1500 Hz.

Let s̃(t) of Eq. ~10! be presented diotically to the listen-
er’s ear. The envelope at the output of the listener’s cochlear
filter located at frequencyf i is ~ideally! ãi(t), for eachi , i
51,...,N. However, the output of a cochlear filter located in
between two successive cosine carrier frequenciesf i and
f i 11 will reflect ‘‘beating’’ of the two modulated cosine car-
rier signals passing through the filter. This will result in a
perceptually noticeable distortion.@Using the terminology of
Sec. III A, if F(•,•) is the diotic synthesis technique, i.e.,
s̃(t)5ã1(t)cosv1t1ã2(t)cosv2t, then b1(t)>ã1(t) and
b2(t)>ã2(t). However,bx(t)Þãx(t), and such will be the
case~to a different degree of dissimilarity! for every filterHx

located in between filtersH1 andH2 .#

C. Dichotic synthesis with interleaving critical-band
envelopes

1. Principle

To reduce the amount of distortion due to beating, a
dichotic synthesis with interleaving critical-band envelopes
is proposed. As we shall see, this synthesis procedure is not
perfect @i.e., it produces synthetic speech which does not
satisfy Eq.~6! in a perfect way#. However, it allows us to
circumvent the difficulties encountered in the diotic synthesis
procedure and significantly reduce distortions.

Let s̃odd(t) and s̃even(t) be the summation of the odd
components and even components ofs̃(t) of Eq. ~10!, re-
spectively, i.e.,

s̃odd~ t !5sbaseband~ t !1 (
i Podd

ãi~ t !cosv i t, ~11!

s̃even~ t !5sbaseband~ t !1 (
i Peven

ãi~ t !cosv i t. ~12!

The distance between two successive cosine carriers in each
of these signals is two critical bands, resulting in a reduction

of distortion due to carrier beating. Whens̃odd(t) ands̃even(t)
are presented to the left and the right ears, respectively, the
auditory system produces a single fused image. In Secs. III D
and III E, we shall examine the extent to which the fused
auditory image achieves the property of Eq.~6!.

2. Stimuli for the psychophysical experiments

Let us assume that, for a given input signals(t), we
want to generate a fused auditory image with a range of
smoothed-envelope representations that are one critical-band
wide and that are centered at frequencyf i o

. To achieve this
goal, we generate two signals,s̃R(t) and s̃L(t), as sketched
in Fig. 5. More specifically, let the original signals(t) be
divided into three regions:~1! the ‘‘low-frequency range,’’ up
to frequency f low , denoted asslow(t); ~2! the ‘‘high-
frequency range,’’ from frequencyf high, denoted asshigh(t);
and ~3! the ‘‘middle-frequency range,’’ five successive criti-
cal bands wide, located in between frequenciesf low and f high

and centered at the ‘‘target’’ frequencyf i o
. The critical-band

signals aresi(t)5s(t)* hi(t)5ai(t)cosfi(t), wherehi(t) is
a gammatone filter centered at frequencyf i , i 5 i o22,i o

21,i o ,i o11,i o12. Note that in Figs. 5 and 6 these critical-
band spectra are sketched as ‘‘flat’’ spectra, for pictorial clar-
ity.

We definesR(t) andsL(t) as

sR~ t !5slow~ t !1si o
~ t !1shigh~ t !, ~13!

sL~ t !5slow~ t !1si o21~ t !1si o11~ t !1shigh~ t !. ~14!

Thus, sR(t) and sL(t) are obtained by adding the unproc-
essed outputs of the filters as illustrated in Fig. 5. Similarly,

FIG. 5. Dichotic synthesis with interleaving channels. For pictorial clarity,
the critical-band spectra are sketched as ‘‘flat’’ spectra.

FIG. 6. Overlapping cochlear filters~in gray! superimposed over the spec-
tral representation ofs̃R(t) ~top! ands̃L(t) ~bottom!. For pictorial clarity, the
critical-band spectra are sketched as ‘‘flat’’ spectra.
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the right- and the left smoothed-envelope signals are defined
as

s̃R~ t !5slow~ t !1ãi o
~ t !cosv i o

t1shigh~ t !, ~15!

s̃L~ t !5slow~ t !1ãi o21~ t !cosv i o21t

1ãi o11~ t !cosv i o11t1shigh~ t !, ~16!

whereãi(t), i 5 i o21,i o ,i o11, are the smoothed envelopes
of the critical-band signals, andf i , i 5 i o21,i o ,i o11, are
the center frequencies of the critical bands in the middle
frequency range~the gray-colored bands in Fig. 5!, respec-
tively. Compared to diotic synthesis, the distance between
two successive occupied frequency bands in each of these
signals is at least one critical band, resulting in a reduction of
distortion due to carrier beating. At CF5 f i o

and its one-
critical-band neighborhood, the resulting fused auditory im-
age contains smooth-envelope information in accordance
with the prescribed bandwidth. This will be demonstrated in
the remainder of the section.

D. Properties of the simulated cochlear signals

Figure 6 illustrates the filtering of the signalss̃R(t) of
Eq. ~15! ~Fig. 6, top! and s̃L(t) of Eq. ~16! ~Fig. 6, bottom!
by a simulated cochlea. In both figures, a sketch of seven
~overlapping! cochlear filters is superimposed~in gray! over
the spectral description of the signals.

Figure 6, top, illustrates the processing ofs̃R(t) by the
filters. All cochlear filters located to the left of filterH1 ~i.e.,
filters with lower CFs!, and all the filters located to the right
of filter H7 ~i.e., filters with higher CFs! will produce enve-
lope signals with unsmoothed temporal structure. FiltersH2

to H6 will produce temporally smoothed envelopes which
are merely filtered versions ofãi o

(t), with the response of
H4 being the strongest@and the most similar toãi o

(t)#. The
responses of filtersH2 andH6 are negligible, since they are
located at the energy gaps of the input signal. The amount of
distortion due to beating is negligible since, for any CF, only
one occupied frequency band is passing through the corre-
sponding cochlear filter.~This is due to the wide gap, two
critical-bands wide, between any adjacent occupied chan-
nels.!

Figure 6, bottom, illustrates the processing ofs̃L(t) by
the filtersH1 to H7 of Fig. 6, top. Sinces̃R(t) and s̃L(t) are
identical for f , f low and for f . f high, so is the response of all
cochlear filters located in these frequency ranges. However,
the response of cochlear filters in the midfrequency range is
different. In contrast to their response tos̃R(t), the response
of filter H4 to s̃L(t) is the weakest while the envelope signals
at the outputs ofH2 and H6 are the strongest, similar in
shape toãi o21(t) andãi o11(t), respectively@see Fig. 6, bot-
tom, and Eq.~16!#. Also, compared to Fig. 6, top, the gap
between adjacent occupied frequency bands is only one
critical-band wide, resulting in some distortion due to beat-
ing.

Figure 7 shows simulated IHC response at 20 successive
CFs to a 70-ms-long segment of the vowel /U/, cut from
diphone /m–U/, starting at the transition point of /m/ into

/U/. The top section shows the response tosR(t) and s̃R(t);
bottom section is forsL(t) and s̃L(t). The channels’ CFs
~indicated in the upper-left corner of each panel! are equally
spaced along the critical-band scale with a spacing of one-
fourth critical band, fromf low51722 Hz to f high52958 Hz,
i.e., every column~four successive channels! covers one
critical band. Each cochlear channel is realized as a gamma-
tone filter, followed by an IHC model.7 In this example, the
target frequency isf i o

52227 Hz, and the parameters of the
dichotic synthesizer are set tof low51722 Hz, f high

52958 Hz, f i o2151988 Hz, f i o
52227 Hz, and f i o11

52494 Hz@see Fig. 5 and Eqs.~13!–~16!#. Each panel in the
figure shows the output of the IHC model to the following
input signals: Black lines show the output for the signals
with unprocessed critical bands,sR(t) of Eq. ~13! ~top! and
sL(t) of Eq. ~14! ~bottom!; gray lines show the output for the
signals with the envelope-smoothed critical bands,s̃R(t) of
Eq. ~15! ~top! and s̃L(t) of Eq. ~16! ~bottom!, where a
smoothed envelopeãi(t) is the envelopeai(t), low-pass fil-
tered to 64 Hz. The panel labeled 1722 Hz represents chan-
nel H1 of Fig. 6, panel 2958 Hz represents channelH7 , and
panels 1988, 2227, and 2494 Hz represent channelsH2 , H4 ,
andH6 , respectively.

The response shown in Fig. 7 is in accordance with the
observations made in Fig. 6. As we see in the top section, the
IHCs’ response tosR(t) of Eq. ~13! ~i.e., black lines! is rich
in temporal structure. The overall energy changes with CF,
with a stronger response by filters located in occupied fre-
quency regions. The IHCs’ response tos̃R(t) of Eq. ~15!
~superimposed gray lines! is rich in temporal structure for
CFs belowf low and for CFs abovef high. However, the re-
sponse gradually changes with CF, becoming temporally
smoothed~and similar to the envelope signalãi o

(t)!. The
output energy peaks at CF5 f i o

, then slowly decays for filters
located at the frequency gap of Fig. 6, top. Note that distor-
tion due to beating is negligible. Analogous behavior is illus-
trated in the bottom section of Fig. 7. Here, minimum re-
sponse is produced at CF5 f i o

while maximum response is
produced at CF values nearf i o21 and f i o11 . Note also the
distortion produced by beating which, for this particular
vowel, is most noticeable at CFs in the left energy gap of
Fig. 6, bottom~i.e., CF'1900 Hz!.

E. Properties of the fused auditory image

1. Integration of left and right channels

During listening, the subject’s response is based upon
the information contained in the fused auditory image. The
‘‘low-frequency range’’ and the ‘‘high-frequency range’’
@slow(t) and shigh(t) of Eqs. ~13!–~16!# are presented to the
listener diotically, creating an auditory image with conven-
tional properties. However, the midfrequency range is pre-
sented dichotically, with interleaving critical bands. This
raises a question about the properties of the resulting fused
~internal! auditory image. It is reasonable to assume that in-
formation from left and right ears originating at similar CFs
will be integrated to generate a fused image. The use of
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dichotic stimulus with interleaving critical bands ensures
that, at any CF, when one ear is stimulated, the opposite ear
is not. Nevertheless~as illustrated in Figs. 6 and 7!, cochlear
channels located at the energy gaps of the input signal pro-
duce a nonzero output. The proposed synthesis procedure,
therefore, only ensures that, at any CF, information from the
stimulated ear is stronger than the information from the op-
posite ear. In Fig. 7, at any given CF, the panel from the top
section~say, right ear! is assumed to be combined with the
corresponding panel from the bottom section~left ear!. In
particular, for CFs nearf i o

, the signals from the stimulated

ear are stronger than the signals from the other ear.

2. Coarse variation of IHC responses with CF

The proposed dichotic synthesis technique produces an
inherent distortion due to undersampling~in CF! of the IHC
response. Recall that information is conveyed to the AN by a
large number of highly overlapped cochlear channels, with a
density and location determined by the discrete distribution
of the IHCs along the continuous cochlear partition. When a
signal with unprocessed critical bands@e.g.,sR(t) or sL(t)# is
passed through this cochlear filter bank, the resulting IHC
responses change gradually with CF. Passing a signal with
envelope-smoothed critical bands@s̃R(t) or s̃L(t)# through

FIG. 7. Simulated IHC response at 20 successive CFs
to a dichotically synthesized speech. The figure shows
the response to a 70-ms-long segment of the vowel /U/,
cut from diphone /m–U/, starting at the transition point
of /m/ into /U/. The channels are located one-fourth of
one critical band apart, with every column~four succes-
sive channels! covers one critical band. Black lines
show the output for the input signals with unprocessed
critical bands,sR(t) of Eq. ~13! ~top! andsL(t) of Eq.
~14! ~bottom!. Gray lines show the output for the input
signals with envelope-smoothed critical bands,s̃R(t) of
Eq. ~15! ~top! ands̃L(t) of Eq. ~16! ~bottom!, where the
envelopes are low-pass filtered to 64 Hz. See the text
for details.
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the same filter bank will result in much coarser change. This
is so because, in synthesizings̃R(t) and s̃L(t), pure cosine
carriers are used to place a few smoothed-envelope samples
~sampled with a frequency resolution of two critical bands!
at the appropriate locations along the basilar membrane. This
is illustrated in Fig. 8, which is similar to Fig. 7 with the
exception that, at each panel, the signals are the correspond-
ing signals of Fig. 7 low-pass filtered to 64 Hz. The figure
shows the change in envelope as a function of CF for the
input signals with unprocessed critical bands~black! and for
the input signals with envelope-smoothed critical bands
~gray!. With s̃R(t) as an input~top section!, all overlapping

cochlear channels located in the center column are fed with
the same amplitude-modulated~AM ! signal ãi o

(t)cosvio
t,

with f i o
52227 Hz. Therefore, the simulated IHC responses

of these channels~in gray! are merely filtered versions of
ãi o

(t), and their similarity toãi o
(t) depends on the fre-

quency response of the corresponding gammatone filter. In
contrast, withsR(t) as an input, the variation in the simulated
IHC responses of the corresponding channels~in black! is
richer, reflecting the detailed information of the signal with
the unprocessed critical bands. Analogous behavior will oc-
cur for sL(t) and s̃L(t) as inputs~bottom section!. Note that

FIG. 8. Illustrating the coarse variation of IHC response
with CF, due to the undersampling of the auditory chan-
nels~an inherent property of the dichotic synthesis tech-
nique!. The figure shows the simulated IHC response of
Fig. 7 smoothed to 64 Hz, for the input signals with
unprocessed critical bands~black!, and for the input
signals with the envelope-smoothed critical bands
~gray!. Note the richer variation with CF for the unproc-
essed input signals~black!. Notations are same as in
Fig. 7. See the text for details.
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the coarse variation of the IHC responses with CF limits the
extent to which the fused auditory image achieves the prop-
erty of Eq.~6!.

3. Sparse IHC responses for excessive envelope
smoothing

Due to the undersampling of the IHC responses~Sec.
III E 2! the coarse representation with CF becomes sparse for
an excessive envelope smoothing, causing a significant per-
ceivable distortion. If the bandwidth ofãi(t) is B, the band-
width of the AM signal ãi(t)cosvit is 23B. Hence, for
s̃odd(t) and s̃even(t) of Eqs.~11! and ~12!, each defined as a
sum of AM signals forf .1500 Hz, the energy gap between
two successive occupied frequency bands increases asB de-
creases. Consequently, more cochlear channels located in be-
tween successive cosine carriers will have a weak response,
resulting in a sparse fused image. Illustratively, ifB→0, the
upper frequency band ofs̃odd(t) and s̃even(t) becomes a sum
of sinusoids. The perceived distortion sounds as an additive
monotonic ‘‘musical note.’’

4. Spacing between successive cosine carriers

Recall that the dichotic synthesis technique was intro-
duced to reduce perceivable distortions rising from the beat-
ing of two modulated cosine carriers passing through a co-
chlear filter located in between the carriers’ frequencies. For
the signalss̃odd(t) and s̃even(t) of Eqs. ~11! and ~12!, the
spacing between successive cosine carriers was set to be two
critical bands wide. This choice was somewhat arbitrary. Ob-
viously, the greater the spacing is, the smaller the beating-
induced distortions are. However, increase in spacing will
result in a coarser variation of IHC responses with CF~Sec.
III E 2!. Analogously, decreasing the spacing, e.g., to reduce
sparse envelope representation for small values ofB ~Sec.
III E 3!, will reintroduce a perceptible amount of beating-
induced distortions. This trade-off between beating-induced
distortion and distortions due to sparse envelope representa-
tion is inevitable.

IV. DICHOTIC SYNTHESIS AND SPEECH QUALITY—
EXPERIMENTS

In this section we use the dichotic synthesis technique to
conduct two separate experiments in the context of preserv-
ing speech quality. In experiment I~described in Sec. IV B!
we examine how speech quality is affected by replacing the
carrier information of the critical-band signal by a cosine
carrier @i.e., replacing cosfio

(t) by cosvio
t#, while keeping

the envelope information untouched. In experiment II~Sec.
IV C! we measure how speech quality deteriorates as the
envelope bandwidth at the listener’s cochlear output is
gradually reduced.

A. Database, psychophysical procedure, subjects

The stimuli for the experiments were generated by
implementing the dichotic synthesis technique@Eqs.
~13!–~16!#. Twelve speech sentences were used, spoken by
three female speakers and three male speakers~each speaker

contributed two sentences!. Since the experiments were con-
ducted in the context of preserving speech quality, wideband
speech signals were used, with a bandwidth of 7000 Hz. The
speech intensity was set to 75 dB SPL. The stimuli are char-
acterized by the center frequency of the middle frequency
range@i.e., f i o

of Eqs.~13!–~16!# and by the processing con-
dition. We used five center frequencies, equally spaced on
the critical-band scale and separated by~roughly! two critical
bands~1600, 2000, 2500, 3200, and 4000 Hz!. We used six
processing conditions: one condition representing the signals
with unprocessed critical bands@where the right and left
signals aresR(t) and sL(t) of Eqs. ~13! and ~14!, respec-
tively#, four conditions representing signals withenvelope-
smoothed critical bands@where the right and left signals are
s̃R(t) and s̃L(t) of Eqs. ~15! and ~16!, respectively#, with
envelope bandwidths of 512, 256, 128, and 64 Hz, and a
control condition, termed thenull condition, where the five
successive critical bands centered atf i o

are set to zero.8

In both experiments, we used the ABX psychophysical
procedure. In this procedure, two sets of stimuli, the ‘‘refer-
ence set’’ and the ‘‘test set,’’ are defined. A stimulus in the
reference set has a counterpart in the test set; both stimuli
differ only by their processing condition. At each trial, a
stimulus from the reference set and its counterpart from the
test set are assigned to be the A stimulus and the B stimulus,
at random. Then, the X stimulus is randomly chosen to be
either the A or the B stimulus. The listener is presented with
the A, B, and X stimuli~in this order!, and must decide
whether X is A or B. In our version, there is no ‘‘repeat’’
option. Note that if the listener makes his decisions at ran-
dom ~this may occur if the reference set and the test set are
perceptually indistinguishable!, the probability of correct de-
cision is 50%.

Five subjects participated in each experiment~same sub-
jects for both experiments!. All subjects are well experienced
in listening to high-quality audio signals~speech and music!.

B. Experiment I—Carrier information

In this experiment we validate the hypothesis that at
high CFs the auditory system is insensitive to the carrier
information of the critical-band signals and that ascending
auditory information in this frequency range is conveyed
mainly via the temporal envelope of the cochlear signals.
Towards this goal, we measure the probability of correct re-
sponse in an ABX psychophysical procedure, using a refer-
ence set and a test set as defined in Table I. A stimulus in the
reference set and its counterpart in the test set differ in the
characteristics of the carrier information of the critical-band
signals at the middle-frequency range~Fig. 5!. As indicated
in the middle column of Table I~processing condition!, a
reference stimulus is comprised of the signalss̃R(t) and
s̃L(t) of Eqs.~15! and~16!, respectively, with the envelopes
low-pass filtered to 512 Hz~i.e., zero carrier information but
full envelope information9!. The corresponding test stimulus
is composed of the signalssR(t) andsL(t) of Eqs.~13! and
~14!, respectively~i.e., containing the full carrier and the full
envelope information!.
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C. Experiment II—Envelope bandwidth

In this experiment we measure the upper cutoff fre-
quency of the auditory critical-band envelope detector, in
terms of the minimal bandwidth of the critical-band envelope
that ensures transparent speech quality. Towards this goal,
we measure the probability of correct response in an ABX
psychophysical procedure, using a reference set and a test set
as defined in Table I. A reference stimulus and the corre-
sponding test stimulus are composed of the signalss̃R(t) and
s̃L(t) of Eqs.~15! and~16!, respectively. They differ only in
the bandwidth of the critical-band envelopes, with the band-
width of a reference stimulus being 512 Hz. In the test set,
only two smoothing conditions were used at each center fre-
quency~to reduce the overall number of trials, and hence the
experimental load on the subjects!. For f i o

51600 Hz and
f i o

52000 Hz, the envelope bandwidths were 64 and 128 Hz.
~Note that the bandwidth of critical bands located at these
center frequencies are 180 and 250 Hz, respectively.! For
f i o

52500 Hz, f i o
53200 Hz, andf i o

54000 Hz, the envelope
bandwidths were 128 and 256 Hz~where the corresponding
bandwidth of critical bands are 300, 360, and 440 Hz!.

D. Results

In conducting the experiment, all test stimuli of experi-
ment I, experiment II, and the control experiment were com-

bined into one set (@5 center frequencies#3@4 test pro-
cessing conditions#3@12 sentences#5240 sentences–see Tab-
le I). These sentences were randomly shuffled, then divided
into four groups of 60 sentences each. The counterpart ref-
erence stimuli were arranged in the same order. Each subject
participated in four sessions~a group of 60 sentences per
session!, lasting about 10 min each (@60 ABX
trials#3@3 sentences#3@'3 seconds#5'600 seconds).

The results are presented in Fig. 9. Each panel represents
performance at the center frequency specified at the upper-
right corner of the panel. The bandwidth of a critical band10

centered at that frequency is also indicated in parentheses.
The abscissa of each panel indicates the processing condition
of the test set stimuli. The entrysi(t) represents the condi-
tion with unprocessed critical bands~experiment I!, the en-
tries 256, 128, and 64 Hz represent the conditions with
envelope-smoothed critical bands~experiment II!, and the
entry null represents the control experiment.~We chose to
display all conditions in the same panel since a test set, in all
experiments, is always contrasted with the same reference
set—see Table I.! The ordinate is the probability of correct
identification of the identity of the X stimuli~during the
ABX procedure!, in percent. The proportion of correct re-
sponse for each subject was computed from 12 binary re-
sponses~one binary response for each sentence in the experi-
ment!. Each entry shows the mean and the standard deviation

FIG. 9. Probability of correct response as a function of
processing condition, with the center frequency as a
parameter. Center frequencies are specified at the
upper-right corner of the panel~the bandwidth of the
corresponding critical bands is also indicated, in paren-
theses!. The abscissa of each panel indicates the pro-
cessing condition of the test set stimuli. The ordinate is
the probability of correct identification of the identity of
the X stimuli ~during the ABX procedure!, in percent.
Each entry shows the mean percentage of correct re-
sponse and the standard deviation among the five sub-
jects. See the text for details.

TABLE I. Stimuli for experiment I~Sec. IV B! and experiment II~Sec. IV C!. Each entry denoted by* contains
12 sentences, spoken by three female and three male speakers~two sentences each!.

Processing condition Center frequencyf i o
, in Hz

Carrier Envelope bandwidth 1600 2000 2500 3200 4000

Reference cosvio
t 512 Hz * * * * *

Test—Experiment I cosf(t) full * * * * *

cosvio
t 256 Hz ¯ ¯ * * *

Test—Experiment II cosvio
t 128 Hz * * * * *

cosvio
t 64 Hz * * ¯ ¯ ¯

Test—Control null null * * * * *
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of these five numbers.~A simple analysis of variance dem-
onstrated that the interaction between subject and processing
condition was not significant, so that it is legitimate to pool
results from the five subjects.!

The control experiment~indicatednull on the abscissa!
confirms the assumption that a removal of a frequency band
five-critical-bands wide results in a perceivable degradation
in quality. This is so because for all center frequencies we
considered, the mean probability of correct response is sig-
nificantly above 50%.

For experiment I@indicated assi(t) on the abscissa#, the
mean probability of correct response is about 50% for the
higher center frequencies~i.e., 2500, 3200, and 4000 Hz!. As
the center frequency decreases, the mean probability of cor-
rect response increases~62% for f i o

52000 Hz, and 74% for
f i o

51600 Hz!. This result confirms the hypothesis that at
high center frequencies~above'1800 Hz! the auditory sys-
tem is insensitive to the temporal details of the carrier infor-
mation, and that the full carrier cosf(t) can be replaced with
a cosine carrier cosvt.

For experiment II~indicated as 64, 128, and 256 Hz on
the abscissa!, at higher center frequencies~i.e., 2500, 3200,
and 4000 Hz! the mean probability of correct response is
about 50% for an envelope bandwidth of 256 Hz.11 For the
other two center frequencies~1600 and 2000 Hz!, a 50%
mean probability of correct response is measured for an en-
velope bandwidth of 128 Hz. Note that these bandwidth val-
ues are considerably smaller than the bandwidth of the criti-
cal bands centered at the corresponding center frequencies
~indicated in the upper-right corner, in parentheses!, and are
roughly one-half of one critical band.

Finally, Fig. 10 shows the experimental results of Fig. 9,
broken into two groups according to speaker gender, male
speakers in black, female speakers in gray.~Obviously, the
number of observations per entry per subject is now only
six.! The figure shows that at most center frequencies and for
most processing conditions, performance is not affected
much by the speaker gender. Differences may be attributed to

the interaction between the spectral contents of the stimulus
~location of formants, pitch! and the center frequency under
consideration.

V. DICHOTIC SYNTHESIS AND SPEECH
INTELLIGIBILITY

In Sec. IV, the dichotic synthesis technique was used to
measure the cutoff frequencies of the auditory envelope de-
tectors at threshold~i.e., the cutoff frequencies which main-
tain the quality of the original speech!. A question arises
whether the technique can also be used to measure the cutoff
frequencies in the context of speech intelligibility, for speech
signals that maintain some reasonable level of speech quality
~say, above MOS level 3!. In the following, it will be argued
that speech stimuli produced by dichotic synthesis for
intelligibility-related experiments are of poor quality, with
MOS readings well below 3.

Suppose that we want to repeat the phoneme identifica-
tion experiment reported by Drullmanet al. ~1994!, by using
a dichotically synthesized speech, with temporal envelopes
that are low-pass filtered to a cutoff frequencyB. Which
values ofB are reasonable for such an experiment? Express-
ing temporal envelope information in terms of the amplitude-
modulation spectrum, two kinds of modulations may be con-
sidered as information carriers of speech intelligibility—the
articulatory modulations and the pitch modulations. Of these,
the pitch modulations convey only a limited amount of pho-
nemic information~this is so because for speech signals, the
salient mechanism for pitch perception is based on resolved
harmonics at the lower frequency range12!. The major carri-
ers of phonemic information are, therefore, the articulatory
modulations.@Indeed, the STI method is aimed at measuring
these MTFs~Steeneken and Houtgast, 1980!.# Hence, theB
values for a phoneme identification experiment should be on
the order of a few tens of Hz, determined by the mechanical
properties of the articulators. Recall the properties of the
speech signals generated by the dichotic synthesis technique

FIG. 10. Experimental results of Fig. 9, broken into two
groups according to speaker gender, male speakers in
black, female speakers in gray. Differences may be at-
tributed to the interaction between the spectral contents
of the stimulus~location of formants, pitch! and the
center frequency under consideration.
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~Secs. III D and III E!. For an appropriate spacing between
successive cosine carriers~Sec. III E 4!, and forB values of a
few tens of Hz, the resulting speech stimuli generate fused
auditory images that are too sparse~Sec. III E 3!, and suffer
severe degradation in speech quality~to MOS levels well
below 3! due mainly to an overriding monotonic tonal ac-
cent. The speech signals produced by the dichotic synthesis
technique are, therefore, inadequate for experiments intended
to measure intelligibility-relatedBs while maintaining fair
quality levels. The appropriate signal-processing method is
yet to be found.

VI. DISCUSSION

This study was motivated by the need to quantify the
minimum amount of information, at the auditory-nerve level,
that is necessary for maintaining human performance in tasks
related to speech perception~e.g., threshold measurements
for speech quality, phoneme classification for speech intelli-
gibility !. Such data are needed, for example, for a quantita-
tive formulation of a perception-based distance measure be-
tween speech segments~e.g., Ghitza and Sondhi, 1997!. The
study was restricted to the frequency range above 1500 Hz,
where the information conveyed by the auditory nerve is
mainly the temporal envelopes of the critical-band signals.
From the outset, it was assumed that these envelopes are
processed by distinct, albeit unknown, auditory detectors
characterized by their upper cutoff frequencies which, in
turn, determine the perceptually relevant information of the
envelope signals in terms of their effective bandwidth. The
main contribution of this study is the establishment of a
framework that allows the direct psychophysical measure-
ment of this bandwidth, using speech signals as the test
stimuli.

Measuring the perceptually relevant content of temporal
envelopes was the subject of numerous studies, most of
which were aimed at measuring the amplitude-modulations
spectra using threshold-of-detection criteria. These studies
~e.g., Viemeister, 1979; Dauet al., 1997a, 1997b, 1999;
Kohlrausch et al., 2000! used nonspeech signals as test
stimuli—mostly signals with a bandwidth of one critical
band.13 The present study extends the scope of previous stud-
ies by providing threshold measurements of the cochlear
temporal envelope bandwidth~which may be regarded as the
bandwidth of the amplitude-modulation spectrum! for speech
signals, hence providing an estimate of the threshold band-
width of a target auditory channelwhile all other channels
are active simultaneously.

In order to conduct these experiments, a signal-
processing framework had to be formulated that would be
capable of producing speech signals with appropriate tempo-
ral envelope properties. As was shown in Sec. II, if the en-
velope of a critical-band signal is temporally smoothed while
the instantaneous phase information remains untouched~e.g.,
Drullman et al., 1994!, the resulting synthetic speech signal
evokes cochlear envelope signals that are not necessarily
smoothed. This rather counterintuitive behavior~which is
theoretically founded, as discussed in Sec. II A! suggests that
a different criterion should be used for signal synthesis, such
that the resulting speech signal will evoke temporal enve-

lopes with a prescribed bandwidthat the output of the listen-
er’s cochlea~Sec. III A!. Such a signal-processing technique
is yet to be found. However, in Sec. III C, an approximate
solution has been introduced based upon dichotic speech
synthesis with interleaving smoothed critical-band
envelopes.14

With this technique established, psychophysical mea-
surements were conducted using high-quality, wideband,
speech signals~bandwidth of 7 kHz! as the test stimuli. The
measurements show that in order to maintain the quality of
the original speech signal~1! there is no need to preserve the
detailed timing information of the critical-band signal~ex-
periment I, Sec. IV B!; ~2! the perceptually relevant informa-
tion in this frequency range is mainly the temporal envelope
of this signal, and~3! the minimum bandwidth of the tempo-
ral envelope of the critical-band signal is, roughly, one-half
of one critical-band~experiment II, Sec. IV C!. These results
are in line with the widely accepted observation that at
higher center frequencies, due to the physiological limita-
tions of the inner hair cells to follow detailed timing infor-
mation, neural firings at the auditory nerve mainly represent
the temporal envelope information of the critical-band sig-
nal.

The data obtained here can be compared to previously
published data only qualitatively, because of the marked dif-
ference in the underlying frameworks. As discussed by oth-
ers ~e.g., Dauet al., 1999; Kohlrauschet al., 2000!, a reli-
able measurement of amplitude-modulation spectra can be
obtained when the stimulus bandwidth is sufficiently nar-
rower than the critical band of the target auditory channel.
Previous studies that meet this requirement provide tight es-
timates of the envelope bandwidth at threshold, since the
measurements for the target auditory channel are obtained
with zero external stimulation of all other channels. In con-
trast, the measurements in the present study are taken with
all auditory channel simultaneously active~the test stimuli
are wideband speech signals!, allowing interaction across
channels~e.g., due to spread of masking!. A qualitative com-
parison shows that estimates of envelope bandwidths ob-
tained in this study are indeed lower than those published
earlier. For example, for an auditory channel at CF of 3000
Hz, the estimate of the envelope bandwidth using a cosine
carrier is roughly one critical band~i.e., about 350 Hz, Kohl-
rauschet al., 2000!. For speech stimuli at similar CFs, the
envelope bandwidth is about 250 Hz~Fig. 9!.

The methodology presented in this study provides a
framework for the design of transparent coding systems15

with a substantial information reduction~due to the use of
fixed cosine carriers, modulated by smoothed critical-band
envelopes, Ghitza and Kroon, 2000!. One desirable property
of this coding paradigm is that it performs equally well for
speech, noisy speech, music signals, etc. This is so since the
coding paradigm is based solely on the properties of the
auditory system and does not assume any specific properties
of the input source.

Finally, the dichotic synthesis technique is inadequate
for the purpose of measuring the cutoff frequencies relevant
to intelligibility of speech signals with fair quality levels
~say, above MOS53!. Recall that the main information car-
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riers of speech intelligibility are the articulatory modulations
~e.g., Sec. V!. Following a reasoning similar to the one used
in measuring the cutoff frequencies at threshold, the appro-
priate speech stimuli should satisfy the criterion of generat-
ing temporal envelopes withsmoothed articulatory modula-
tions at the output of the listener’s cochlea. In view of the
discussion in Sec. II, a speech signal produced by smoothing
the envelope signal alone~while keeping the original instan-
taneous phase information untouched! is inadequate because
it will regenerate, at the cochlear output, most of the original
envelope information, including the articulatory modulations
and the pitch modulations. Indeed, the dichotic synthesis
technique is capable of producing speech stimuli that gener-
ate cochlear temporal envelopes with smoothed articulatory
modulations as desired. Alas, the quality of these signals is
well below MOS53 ~Sec. V!. We still lack the knowledge of
how to synthesize speech stimuli which simultaneously sat-
isfy both requirements~i.e., cochlear temporal envelopes
with smoothed articulatory modulationsand a prescribed
level of speech quality!.
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1Signals presented to left and right ears are different.
2The Mean-Opinion-Score, or MOS, is a test which is widely used to assess
quality of speech coders. It is a subjective test that can be categorized as a
rating procedure. Subjects are presented, once, with a speech sentence and
are requested to score its quality using a scale of five grades. The grades
~and their numerical aliases! are Excellent~5!, Good~4!, Fair ~3!, Poor~2!,
and Bad~1!. The MOS is the mean score, averaged over the database and
the subjects.

3The Hilbert envelopeand theHilbert instantaneous phaseare defined as
follows: Let zi(t) be the analytic signal of si(t), i.e., zi(t)5si(t)
1 j ŝi(t), whereŝi(t) is the Hilbert transform ofsi(t). We expresssi(t) in
terms of zi(t) as si(t)5R(zi(t))5ai(t)cosfi(t), where ai(t)
5Asi

2(t)1 ŝi
2(t) is theenvelopeof si(t), andf i(t)5arctan@ŝi(t)#/@si(t)# is

the instantaneous phaseof si(t).
4CF, for Characteristic Frequency, indicates the place of origin of a nerve
fiber along the basilar membrane in frequency units.

5Obviously, there is no distinct boundary between the low-CF and high-CF
AN regions. Rather, the change in properties is gradual. Our working hy-
pothesis is that the region of transition is around 1500 Hz.

6The same signal is presented to both ears.
7The IHC model is comprised of a half-wave rectifier, followed by a low-
pass filter with the amplitude transfer functioniH( f )i
51/A(11( f /600)2)(11( f /3000)2), reflecting the synchrony roll-off in
AN firings ~e.g., Johnson, 1980!.

8The null condition is for control purposes, to validate the assumption that a
removal of a frequency band five-critical-bands wide indeed causes per-
ceivable degradation in quality.

9Note that the bandwidth of the critical band centered at the highest center
frequency considered in this experiment~i.e., f i o

54000 Hz! is about 440

Hz.
10We follow theERB definition of a critical band, according to Moore and

Glasberg~1983!.
11Note that at center frequency of 4000 Hz the mean probability of correct

response, for an envelope bandwidth of 256 Hz, is about 33%. This indi-

cates that the two conditions are being distinguished somehow, but that the
response is consistently incorrect.

12Recall the existence of two competing mechanisms for pitch perception.
One is based upon resolved harmonics and, for speech signals in particu-
lar, operates at the lower frequency range~say, below 1500 Hz!;, the other
is based on temporal envelope periodicities and operates at the higher
frequency range. When both mechanisms are active~as in the case of
speech signals! the salient mechanism is the former one~e.g., Goldstein,
2000!.

13The study by Drullmanet al. ~1994! belongs to a different category since
it used a threshold criterion related to speech intelligibility~i.e., percent
correct in a phoneme classification task!. Obviously, Drullmanet al. had
to use speech signals as test stimuli.

14See Secs. III D and III E for a discussion on the properties and the short-
comings of this approximate solution.

15That is, at the receiving end, the system produces speech signals that are
perceptually indistinguishable from the original speech.
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A critical issue in exploiting the potential of the sub-band-based approach to robust speech
recognition is the method of combining the sub-band observations, for selecting the bands
unaffected by noise. A new method for this purpose, i.e., the probabilistic union model, was recently
introduced. This model has been shown to be capable of dealing with band-limited corruption,
requiring no knowledge about the band position and statistical distribution of the noise. A parameter
within the model, which we call its order, gives the best results when it equals the number of noisy
bands. Since this information may not be available in practice, in this paper we introduce an
automatic algorithm for selecting the order, based on the state duration pattern generated by the
hidden Markov model~HMM !. The algorithm has been tested on the TIDIGITS database corrupted
by various types of additive band-limited noise with unknown noisy bands. The results have shown
that the union model equipped with the new algorithm can achieve a recognition performance
similar to that achieved when the number of noisy bands is known. The results show a very
significant improvement over the traditional full-band model, without requiring prior information on
either the position or the number of noisy bands. The principle of the algorithm for selecting the
order based on state duration may also be applied to other sub-band combination methods. ©2001
Acoustical Society of America.@DOI: 10.1121/1.1387083#

PACS numbers: 43.72.Ne, 43.72.Dv, 43.72.Ar@DOS#

I. INTRODUCTION

In the sub-band approach to robust speech recognition in
noise, the entire speech frequency band is divided into sev-
eral sub-bands, each sub-band being modeled as an indepen-
dent feature stream. In recognition, the probabilities associ-
ated with the individual sub-bands are combined to generate
an overall probability. The sub-band approach has been
shown to be capable of achieving better recognition perfor-
mance than the full-band approach for dealing with speech
corrupted by band-limited or band-selective noise~Herman-
sky et al., 1996; Bourlard and Dupont, 1996, 1997; Tibre-
wala and Hermansky, 1997a, 1997b; Cerisaraet al., 1998;
Okawa et al., 1998; Bourlard, 1999; Morris, Hagen, and
Bourlard, 1999!. Because these types of noise may only
cause a partial corruption within the sub-bands, the other
sub-bands that are not affected by the noise can still provide
correct information about the speech utterance.

To exploit this potential, we face the problem of how to
select from the given set of sub-bands the bands that are
unaffected or affected only slightly by the noise. This is re-
lated to a more general problem: missing feature theory
~Cooke, Morris, and Green, 1997; Lippmann and Carlson,
1997!. This selection is difficult if there is no prior informa-
tion about the noise. In previous studies, several strategies
have been used to produce the overall probability given the
sub-band probabilities. These typically include the weighted-
average method~Bourlard and Dupont, 1996, 1997; Cerisara
et al., 1998; Okawaet al., 1998; Morris, Hagen, and Bour-
lard, 1999! and the neural-network method~Hermansky

et al., 1996; Tibrewala and Hermansky, 1997a, 1997b!. The
weighted-average method produces the overall probability
based on an arithmetic or geometric average of different
combinations of different sub-band probabilities, and the
contribution of each sub-band is weighted by its signal-to-
noise ratio~SNR! ~e.g., Okawaet al., 1998!, or by its relative
reliability ~e.g., Morris, Hagen, and Bourlard, 1999!. In the
neural-nets approach, independent networks may be trained
to estimate the probabilities of all possible combinations of
the sub-bands. This approach faces the same problem of how
to select the best combination from all the combinations
given no knowledge about the noisy bands.

Recently, a new approach, i.e., the probabilistic union
model, has been studied as an alternative solution to the
above sub-band combination problem~Ming and Smith,
1999, 2000, 2001!. The new model combines the sub-bands
based on the probability theory for the union of random
events ~i.e., subsets of the sub-band observations!. This
model requires no prior knowledge or an estimation of the
noisy bands. Experiments have shown that the union model
is capable of dealing with unknown, time-varying band-
limited noise~Ming and Smith, 1999, 2000, 2001!.

While the union model assumes no knowledge on the
noisy bands, its performance can be maximized when the
number of noisy bands is known~Ming and Smith, 1999,
2000, 2001!. This performance maximization is achieved by
matching the order of the model to the actual number of the
noisy bands. To obtain this match, we may directly estimate
the number of corrupted bands, based on which an appropri-
ate model order can be decided. However, although this es-
timation may be easier than the estimation of the exact po-
sition of corrupted bands~which actually includes estimatinga!Electronic mail: p.jancovic@qub.ac.uk
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both the numberand position of the noisy bands!, a method
for selecting the model order without requiring any knowl-
edge on the noise is of greater practical significance. Ming
and Smith~1999, 2000, 2001! discussed this problem and
suggested that if there is no knowledge about the environ-
ment ~e.g., clean, or noisy with unknown noisy bands!, we
may select an order to accommodate as many noisy bands as
possible, subject to an acceptable performance for clean
speech recognition. For convenience, we call this a balanced
fixed-order method, which represents a compromise between
accuracy and robustness.

This study is deepened by introducing anautomatical-
gorithm for order selection for the probabilistic union model,
incorporated into a HMM framework. This algorithm selects
the order based on the state duration pattern generated by the
HMM built on the union model. In recognition, the state-
duration patterns produced by the union model of varying
orders are recorded, and then compared to the duration pat-
tern generated on the clean training data. The best order is
defined as the order that produces the closest match between
the training and testing state-duration patterns. In compari-
son to the above fixed-order method, the new algorithm op-
erates on the utterance basis and produces an order that can
closely match the actual number of noisy bands~including
the no noise case!. This new algorithm has been tested on the
TIDIGITS database corrupted by various types of noise with
unknown noisy bands. The results have shown a further sig-
nificant improvement over the balanced fixed-order method,
which had been shown previously to be a significant im-
provement over the full-band method.

This paper is organized as follows. In Sec. II we provide
a brief review of the probabilistic union model. In Sec. III we
present the recognition results of the experiments performed
for all the orders of the union model. In Sec. IV, we describe
the automatic algorithm for order selection. Experimental re-
sults based on the automatic algorithm are presented in Sec.
V. In Sec. VI we give a summary of this work.

II. PROBABILISTIC UNION MODEL

A. Theory

Assume a recognition system withN sub-bands, each
sub-band being characterized by a feature streamon ,
n51, . . . ,N. In recognition, we are given a set of sub-band
featureso5(o1 ,o2 ,...,oN) in which some of theon’s may
be noisy, due to some unknown band-limited or band-
selective noise. When there is no noise, the traditional ap-
proach for extracting information from this feature set is to
combine the individual sub-band features by using the ‘‘and’’
~i.e., conjunction! operator∧. Assuming that the sub-band
features are independent of one another, the overall likeli-
hood of this feature set then equals the product of the indi-
vidual likelihoodsp(on)’s associated with eachon , i.e.,

p~o!5p~o1∧o2∧¯∧oN!5p~o1!•p~o2!¯p~oN!. ~1!

We call the model in Eq.~1! the product model. For this
model, if the probability density functions of the individual
sub-bands,p(xn)’s, are trained on clean speech and used for
modeling an utterance with some noisy sub-bands, then the

correspondingp(on)’s for the noisy on’s will be highly
inaccurate—on the correct model they may become very
small, because of the mismatch between the model and data,
particularly if the noise is strong. This can destroy the mod-
el’s ability to produce high likelihoods for the correct word
class. To overcome this problem, we may alternatively as-
sume that, in a given feature seto5(o1 ,o2 ,...,oN), the use-
ful features that characterize the speech utterance may be any
of the on’s, n51,...,N, or any combinations of theon’s, in-
cluding the complete feature set. This can be expressed,
based on the inclusive ‘‘or’’~i.e., disjunction! operator∨, as

o∨5o1∨o2∨¯∨oN , ~2!

whereo∨ is a combined observation based on∨. If we as-
sume that theon’s are discrete random vectors, then the
probability P(o∨) of o∨ can be computed based on the rules
of probability for the union of random events. Specifically,
assuming thaton’s are mutually independent and note that
∨n51

m on5(∨n51
m21on)∨om , then the probabilityP(o∨) can be

computed using the recursion

P~o∨!5P~∨n51
m on!

5P~∨n51
m21on!1P~om!2P~∨n51

m21on!P~om!. ~3!

Equations ~2! and ~3! are called the probabilistic union
model ~Ming and Smith, 1999, 2000, 2001!. The advantage
of Eq. ~3! over Eq. ~1! ~i.e., the product model! for noisy
speech is that, because Eq.~3! is effectively the sum of the
individual probabilities, a small probabilityP(on) makes
only a small contribution to Eq.~3!, and as such will have
little effect onP(o∨). This effectively reduces the influence
of noisy bands, which typically produce smallP(on)’s, on
the overall probability associated with the correct model. In
other words, the probability of the correct model is domi-
nated by noiseless bands. As long as there is one noiseless
band and the bandwidth is not too small, Eq.~3! should be
able to produce high probability for the correct word classes
with more success than the product model. However, be-
cause Eq.~3! effectively averages the probabilities of indi-
vidual sub-band features, it is not an effective model for a
feature set in which there are two or more clean sub-bands.
This can be improved if there is a knowledge on the number
~not the position! of the noisy bands. Specifically, for an
N-band system, if we know that the noise affectsM bands
(M,N), then we should combine the remaining (N2M )
clean bands by using the ‘‘and’’ operator to accumulate—
rather than to average—the information of each clean band.
Because we assume no knowledge about the position of the
noisy bands, these (N2M ) clean bands can be any of the
combinations of (N2M ) bands. This can be modeled by
using the ‘‘or’’ operator. So, we obtain a model in which the
‘‘and,’’ and ‘‘or’’ operators are combined, i.e.,

o∨M
5 ∨

n1n2¯nN2M

~on1
∧on2

∧¯∧onN2M
!, ~4!

where the ‘‘or’’ operator∨ is taken over all possible combi-
nations ofN different values (1,2,...,N) taken (N2M ) at a
time, resulting in a total ofNCN2M combinations. Equation
~4! is called the union model with orderM ~Ming and Smith,
1999, 2000, 2001!. This model is best suited to the situation
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where the number of noisy bands equalsM, in which case
Eq. ~4! will include a conjunction of all the remaining (N
2M ) clean bands. This conjunction leads to a joint probabil-
ity over the clean bands, which should dominate the prob-
ability associated with the correct model. The probability
expression for Eq.~4! can be derived by replacing theon in
Eq. ~3! by the appropriate conjunctions of sub-band features
on1

on2
¯onN2M

. Equation ~4! is reduced to the product
model of Eq.~1! when M50, and to the model of Eq.~3!
whenM5N21.

As indicated above, the value of the orderM corre-
sponds to the maximum number of noisy bands that can be
accommodated by the union model. In the previous work by
Ming and Smith~1999, 2000, 2001!, the order was decided
based on a compromise between the maximum clean perfor-
mance and robustness, i.e., select an order that can accom-
modate as many noisy bands as possible, subject to an ac-
ceptable performance for clean speech. As such, a fixed
model order is used for all situations. The main topic of this
paper is to develop an algorithm to choose the order auto-
matically on each utterance basis. This ensures that the union
model can always approach an optimum condition in terms
of a match to the actual noise. The algorithm is introduced in
detail in Sec. IV. Because it is based on the state duration
patterns produced by the HMM, in the next section we
shortly describe the incorporation of the union model into the
HMM.

B. Incorporation into HMM

Let us assume anN sub-bands recognition system, and
that the speech in each sub-band is represented by a sequence
of frame vectorson(1), on(2),...,on(T), n51,...,N. Con-
sider the combination of the individual sub-band observa-
tions by the union model at the frame level. This combina-
tion is performed within a HMM, by using an observation
probability distribution, in statei, of a formBi(o∨M

), where
o∨M

is defined by Eq.~4!, with eachon corresponding to a
frame from each of the sub-bands. Denote byo∨M

(t) the
combined observation for bandso1(t), o2(t),...,oN(t) at
time t. Then the HMM can be expressed as

P~oul!5(
s

ps0)t51

T

ast21st
Bst

„o∨M
~ t !…, ~5!

whereo represents the frame sequences for all the sub-bands,
s5s0s1 ,...,sT is the state sequence of the observation, andl
represents the model parameter set including$p i%, $ai j % and
parameters ofBi(o∨M

). As discussed in the previous section,
if we assume that the frames across the sub-bands are statis-
tically independent, then the probabilityBi(o∨M

) is only a
function of the individual frame probabilitiesBi(on)’s. In the
case of discrete-observation HMMs these probabilities are
readily available. In the case of continuous-observation
HMM these probabilities can be approximated by using the
corresponding likelihood values~Ming and Smith, 1999,
2000, 2001!. Two methods for this approximation have been
studied. In the first method, the probability of each individual
frameBi(on) is approximated from the likelihoodbi(on) by

using a sigmoid function. An alternative way is to leave out
the product term in Eq.~3!, assuming that it is small and can
be neglected in comparison to the other two additive terms.
This permits the replacement of the probabilities in Eq.~3!
by the likelihoods with a negligible error. The two methods
have been found to produce almost identical results~Ming
and Smith, 1999, 2000, 2001!. In the latter case, the union-
based observation probabilityBi(o∨M

) is approximated as

Bi~o∨M
!5 (

n1n2¯nN2M

bi~on1
!•bi~on2

!¯bi~onN2M
!, ~6!

when the summation is over all possible combinations ofN
different values (1,2,...,N) taken (N2M ) at a time.

III. EXPERIMENTS PERFORMED FOR ALL ORDERS
IN THE UNION MODEL

In order to show the influence of the order on the per-
formance of the union model, in this section we first present
the experiments performed for all possible orders. The ex-
periments in this paper are performed on the TIDIGITS da-
tabase, unlike Ming and Smith~1999, 2000, 2001!, who
tested the union model on an E-set database.

A. The experimental conditions

The TIDIGITS database~Leonard, 1984! contains the
speech data of connected digit sequences from 225 adult
speakers~111 male and 114 female! for speaker-independent
recognition. From this database the isolated-digit parts were
extracted for the tests. This includes 11 isolated-digit words:
‘‘one’’–‘‘nine,’’ ‘‘zero,’’ and ‘‘oh,’’ each digit surrounded by
silence parts. This database was subdivided into training and
testing sets based on the recommendations by NIST. The
training set contains 1232 utterances from 112 speakers, 55
male and 57 female, each speaker producing one token for
each of the eleven digits; the test set contains 2486 utter-
ances from 113 speakers, 56 male and 57 female, each
speaker contributing with two utterances of each digit.

The speech signal, sampled at 8 kHz, was divided into
frames of 30 ms, with an overlap 10 ms between frames. The
pre-emphasis was used and the Hamming window applied on
each frame. For each frame, a multichannel, Mel-scaled filter
bank analysis with 35 channels is used to estimate the log-
amplitude spectra of the speech. These filter channels are
then grouped uniformly into five sub-bands, each sub-band
consisting of information from seven channels. A DCT is
applied within each sub-band and the first four MFCCs co-
efficients form the sub-band feature vector. In order to in-
clude dynamic spectral information, the first-order delta pa-
rameters were calculated and added to each sub-band feature
vector. The probabilities of the individual sub-band feature
streams are then combined at the frame level using the
probabilistic union model. A 12-state HMM is estimated for
each digit, with the first and the last states being tied among
all the digits to account for the silence parts of each utterance
at the beginning and end. For comparison, we also imple-
mented a full-band model, which used 18 MFCCs plus 18
delta MFCCs for each frame calculated across the full spec-
trum band of the speech.
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The training was performed on clean utterances from the
training set. In recognition the testing set was corrupted by
narrow-band noise of different band positions. The noise
component was additive, which was generated by passing the
Gaussian white noise through a bandpass filter. The 3 dB
cutoff bandwidth of the filter was fixed at 100 Hz and the
central frequencies were varied across the sub-bands. In par-
ticular, five different central frequencies are chosen, which
are 600, 1000, 1500, 2100, and 2800 Hz, respectively. The
noise, consisting ofone or two such narrow-band compo-
nents with different central frequencies, was added to each
test utterance, resulting in the utterances with various num-
bers of corrupted sub-bands. The noises used in the experi-
ments with corresponding numbers of affected sub-bands are
shown in Table I~for example, the noise with a central fre-
quency of 1500 Hz was located around the border of two
adjacent sub-bands thereby affecting both bands!. Initially,
we assumed that the noise exists only in the speech part
within each utterance. Later on we will look at a more real-
istic situation where the noise lasts across the whole signal
~i.e., affecting both the speech and surrounding silence
parts!. The SNR is calculated based on the averaged energy
of the speech parts of all the test utterances, so that the noise
has a constant loudness in all the utterances, regardless of the
actual energy of the speech in each specific utterance. The
experiments are performed for SNR510 dB and SNR50 dB,
respectively.

B. Tests of the union model with all possible orders

Based on Eq.~4!, for a system withN sub-bands, recog-
nition can be performed with different orders~i.e.,M! from 0
to N21. Table II presents the recognition results for all the
orders~i.e.,M50,...,4! within our five-band~i.e.,N55! sys-
tem. For comparison, Table II also includes the results
achieved by the full-band model using both static and delta
parameters and using only delta parameters~i.e., assuming
that the static parameters are strongly affected by noise!,
respectively. The results are shown for both the clean and

noisy speech, as a function of the SNR and the number of
corrupted bands. From Table II we can see the influence of
the order on the recognition accuracy.

First, we look at the recognition results for clean speech.
Because there is no band corruption, every sub-band pro-
vides useful information. Therefore the union model with
orderM50, which takes a full conjunction of the sub-band
observations, produced the best result. As shown in Table II,
as the order increases, the performance for clean speech rec-
ognition decreases. This is because a higher-order model
bases the recognition on the conjunction of fewer sub-bands,
which carry less discriminative information. For example,
the model with orderM52, containing conjunctions of three
sub-bands, produced better results than the model with order
M53, which is based on conjunctions of only two sub-
bands. The union model with orderM54, containing con-
junctions of only single bands~each covers about 20% of the
entire frequency band!, achieved an accuracy of only 83.5%,
which is significantly lower than 99.2% achieved by the
model with a matched order~i.e., M50!.

Next, we look at the recognition results for noisy speech.
The second column of Table II shows the number of noisy
sub-bands in the speech signal. As indicated in Table II, the
union model achieved its maximum performance when the
model order matched the number of noisy bands. This is
found to be true for all the cases with one, two, and three
noisy sub-bands and with different SNRs. As explained ear-
lier, this match causes the union model to include a conjunc-
tion of all the remaining (N2M ) clean bands, thereby catch-
ing maximum discriminative information. The improvement
in performance due to this match can be very significant, for
example in Table II, in the case with two corrupted bands
and SNR50 dB, the union model with a matched orderM
52 achieved an accuracy of 83.0%; but the model witha
lower order, e.g.,M51, anda higherorder, e.g.,M53, only
obtained an accuracy of 69.9% and 77.4%, respectively.
Table II also indicates that in the case of no knowledge about
the noisy bands, the model with a higher order~e.g.,M52,
or 3! can provide higher robustness against the uncertainty of
the number of noisy bands than a model with a lower order
~e.g., M51!. This principle has been exploited previously
for the selection of a balanced fixed order for the union
model; see~Ming and Smith, 1999, 2000, 2001!. Our objec-
tive in this paper is to develop an algorithm to automatically

TABLE I. The narrow-band noises, with a bandwidth of 100 Hz and differ-
ent central frequencies, used in the experiments, with the corresponding
numbers of affected sub-bands.

Noise central
frequency~Hz!

Number of
affected sub-bands

600
1000 1
2100
2800

1500
600;1000
600;2100
600;2800

1000;1500 2
1000;2100
1000;2800
1500;2100
2100;2800

600;1500 3
1500;2800

TABLE II. Recognition accuracy results by union model of different orders
with five streams, and by the full-band model~static1delta/delta!, assuming
that the noise exists only in the speech part.

SNR
~dB!

Number of
affected
bands

Union model with orderM
Full-band

model0 1 2 3 4

Clean 0 99.2 99.1 98.4 96.1 83.5 98.0/95.5

1 88.3 97.4 96.5 91.3 75.6 88.2/88.4
10 2 75.6 89.6 93.6 88.3 72.0 80.6/81.8

3 72.3 79.0 83.1 83.9 69.1 74.1/78.0

1 67.7 91.7 89.4 82.2 67.2 68.2/79.1
0 2 50.7 69.9 83.0 77.4 62.2 55.8/66.6

3 52.2 63.0 70.1 77.8 62.8 50.6/61.6
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select the order for the union model, to improve upon the
previous balanced fixed-order selection.

IV. AN ALGORITHM FOR AUTOMATIC ORDER
SELECTION IN THE UNION MODELS

The new algorithm for automatic order selection is
based on the state duration patterns generated by the HMM
within which the union model is incorporated.

As explained earlier, when the union model has an order
lower than the matched order, some noisy bands are included
in each conjunction for recognition. On the other hand, if the
model uses an order higher than the matched order, some
discriminative information may be lost due to the average
between the clean sub-band probabilities. Only the match
can capture the maximum correct information. Therefore, it
is reasonable to assume that the state duration pattern pro-
duced by the matched model should be the most similar to
the duration pattern obtained for clean speech. So in recog-
nition we can run the union model for a range of orders in
parallel, and decide the best order by comparing the state
duration pattern produced by each of these models with the
pattern obtained from the training stage for clean speech ut-
terances. The following gives the details of this algorithm.

A. Order selection algorithm

Assume that the state duration pattern of the HMM for
each vocabulary wordw is expressed by the probability den-
sity functions pi

w(d)’s, where d represents the occupancy
count andi the state,i 51,...,I . These functions are assumed
to be estimated in the training stage based on clean speech
data. In recognition, we are given an utterance with an un-
known number of corrupted bands. First, we perform the
recognition for a range of different orders. For each order, we
obtain a recognition result, together with the corresponding
counts of occupancy of each state. Assuming thatL orders
are used, then we haveL recognized wordsw( l ) andL state
duration countsDi( l ) for statei, l 51,...,L, respectively. The
best order,l * , is defined as the order whose duration pattern
has the maximum probability, i.e.,

l * 5arg max
1< l<L

)
i 51

I

pi
w~ l !

„Di~ l !…. ~7!

Based on Eq.~7!, we obtain the recognition resultw( l * ). In
the following we describe the estimation of the duration
probability density functions,pi

w(d)’s.

B. Modeling of state duration pattern

After training the HMMs on clean speech utterances, for
each utterance we can obtain the state occupancy count for
each state. Then, these counts based on the whole training set
lead to a histogramf i

w(d), for the occupancy of each statei
for each vocabulary wordw. These state duration histograms
are then used to derive the state duration probability density
functions,pi

w(d)’s. For example, thepi
w(d) can be expressed

as a Gaussian, a gamma, or a polynomial function to fit the
histogramf i

w(d) ~e.g., Russell and Cook, 1987; Gu, Tseng,
and Lee, 1991; Vaseghi, 1995; Burshtein, 1996!. In this pa-
per we use a sixth-order polynomial function for eachpi

w(d).
An example of a state duration histogram and the corre-
sponding probability density is shown in Fig. 1.

The above model considers the duration pattern within
each individual state. This can be modified by considering
the duration pattern within several adjacent states. In particu-
lar, we consider the use of the duration probability density
pi (D)

w (d), where i (D) represents all states within the range
@ i 2D,i # defined byD. We have tested different values forD
and found that this model can be more robust against inac-
curacy in the frame-state alignment than the above single-
state duration model, for a range ofD values. We call this the
multistate duration model. Both the single-state and multi-
state duration models have been used in our experiments.

V. RECOGNITION RESULTS USING AN AUTOMATIC
ORDER-SELECTION ALGORITHM

A. Tests with stationary narrow-band noise existing
only in the speech part

First, we test the automatic order-selection algorithm un-
der the same conditions as described in Sec. III B. We test the
single-state duration model and the multistate duration
model, respectively, for the order selection.

Table III presents the recognition results obtained by
using the multistate duration model with the parameterD
ranging from 0 to 3. Note that whenD50 this is equivalent
to a single-state duration model. The algorithm searches for
the best order from the orders~0,1,2,3!. The orderM54 was
excluded from the search because it provides poor recogni-
tion accuracy for clean speech recognition~see Table II! and
thus is not considered to be useful to the system for speech
recognition.~However, the experimental results indicate that
a search including order 4 causes only very little loss of

FIG. 1. Histogram of the state dura-
tion of the eighth state for digit ‘‘five’’
~a! and the corresponding probability
density obtained by the polynomial
approximation~b!.
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recognition accuracy.! For comparison, Table III also in-
cludes the highest recognition accuracy in Table II, which is
obtained by using an order matching the noise condition.

Table III indicates that the automatic order-selection al-
gorithm can produce equally good results as the order-
matched model, for all theD values. We can see that in some
cases, with or without noise, the automatic algorithm can
produce a recognition accuracy that is higher than that ob-
tained by the order-matched model. This is because this al-
gorithm can also take some information from the noisy
bands, as long as the SNR is high. In the case of noisy
speech, we can see that the multistate duration model with
D51 andD52 outperformed the single-state duration model
~i.e., D50!. However, the recognition performance becomes
worse whenD.2, due to excessive averaging over the state
duration. Based on these results, the following experiments
were performed by usingD51.

B. Tests with stationary narrow-band noise existing
in both the speech and surrounding silence
parts

In the previous experiments we have assumed that the
noise exists only in the speech part. However, in real appli-
cations, this information may not be available. Therefore, in
the following experiments noise affects all parts of the sig-
nal, including the speech part and the surrounding silence
parts. The SNR is calculated in the same way as in the pre-

vious experiments. The results are presented in Table IV. As
can be seen, the automatically selected order produced simi-
lar or better results in comparison to the matched order.
However, compared to Table III, the recognition perfor-
mance becomes poorer. This may be because if the noise is
not real band-limited~as in our case!, its energy can spread
over a wide range of frequencies and therefore may dominate
in all the sub-bands for the silence parts without a speech
signal. This problem may be reduced by combining the static
and dynamic features using the union model principle, as
will be described below.

In the system used above, the probabilities associated
with the static and dynamic features in each sub-band are
combined using a product. Therefore if one stream is cor-
rupted by noise the entire probability will be affected. In the
above situation, we can assume that the static parameters of
all the sub-bands for the silence parts will be strongly af-
fected by the noise, but the dynamic parameters~i.e., delta
features! may be affected less, as they are more robust for
slowly changing noise. Therefore, combining the static and
delta parameters using the union model rather than the prod-
uct model should increase the robustness for dealing with the

FIG. 2. Spectrograms of nonstationary real-world noise used in the experi-
ments.

TABLE IV. Recognition accuracy results by the union model with five
streams based on automatic order selection with a comparison to the
matched order, assuming that the noise exists in both the speech and the
surrounding silence parts.

SNR
~dB!

Number of
affected bands

Union model

Matched
order

Automatic order
algorithm,D51

1 76.7 80.4
10 2 63.3 67.5

3 61.5 64.1

1 29.7 31.8
0 2 30.8 30.2

3 29.0 31.3

TABLE III. Recognition accuracy results by the union model with five
streams based on automatic order selection, as a function of the state-range
parameterD, with a comparison to the matched order, assuming that the
noise exists only in the speech part.

SNR
~dB!

Number of
affected
bands

Union model

Matched
order

Automatic order algorithm

D50 D51 D52 D53

Clean 0 99.2 99.4 99.1 98.9 98.8

1 97.4 96.6 97.0 96.6 96.0
10 2 93.6 92.2 93.6 93.1 91.7

3 83.9 85.2 86.9 86.7 85.5

1 91.7 88.8 91.2 90.5 89.1
0 2 83.0 80.0 83.9 83.6 81.4

3 77.8 75.3 78.0 77.8 75.0
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noise in the silence parts. In our recognition system with five
sub-bands this leads into ten streams~i.e., five static and five
dynamic!, combined using the probabilistic union model.
This is used for recognizing the noisy utterances described
above, with noise lasting over the whole signal. The system
uses the automatic order-selection algorithm and searches for
the best order among the orders from 0 to 6. The recognition
results are presented in Table V. Comparing Table V to Table
IV, we can see significant improvement in the recognition
performance. For example, in the case with one noisy band
and SNR510 dB, the recognition performance is improved
from 80.4% to 93.6%, using the automatic order selection
algorithm.

C. Tests with nonstationary real-world noise

Finally, we performed experiments for some nonstation-
ary real-world noises, which have a dominant frequency-
localization characteristic. The noise data used in these ex-
periments are sound files obtained from program ‘‘ICQ,’’ a
largely used Internet tool that enables the user for easy on-
line contact, chat, send messages, files and URLs. The spec-
trograms of these sounds are shown in Fig. 2, in which a
Noise 1, Noise 2, and Noise 3 refers to the sounds produced

during establishing a connection, maintaining a connection
and a request for chat, respectively. As can be seen, all of the
noises are highly nonstationary. Each of these noises was
added to the whole utterance~i.e., including the silence
parts!. Table VI presents the recognition results. We can see
that the results achieved by the automatic order-selection al-
gorithm are similar to the best order results selected from the
orders from 0 to 6.

D. Which orders did the automatic order algorithm
select?

As was described earlier, the automatic order-selection
algorithm selects the model order on a per utterance basis,
i.e., the selected order may differ from one utterance to an-
other, given the same type of noise. Figure 3 presents the
distribution of the selected orders by the automatic order
algorithm for some of the noisy speech utterances described
in Sec. V A. Figure 3 indicates that the algorithm selected,
with the highest frequency, the order that gives the best rec-
ognition accuracy, i.e., the matched order. However, we can
also see that the automatic order algorithm also selected
some orders different from the matched order, for example,
order 0 for two noisy sub-bands with a frequency of 12%, as
shown in Fig. 3~c!.

VI. CONCLUSION

In this paper we described an algorithm for automatic
order selection in the probabilistic union model for noisy
speech recognition. The probabilistic union model is an al-

TABLE VI. Recognition accuracy results for real-world noise by the union
model with ten streams based on automatic order selection with comparison
to the best order and full-band model~static1delta/delta!.

Type of noisy
speech

Union model

Full-band modelThe best order
Automatic order
algorithm,D51

Clean 99.4 99.3 98.0/95.5
Noise 1 70.2 65.2 18.2/66.4
Noise 2 85.3 88.8 20.8/36.2
Noise 3 66.0 62.7 21.9/69.9

TABLE V. Recognition accuracy results by the union model with 10 streams
based on automatic order selection with comparison to the matched order
and full-band model~static1delta/delta!, assuming that the noise exists in
both the speech and the surrounding silence parts.

SNR
~dB!

Number of
affected
bands

Union model

Full-band
model

Matched
order

Automatic order
algorithm,D51

Clean 0 99.4 99.3 98.0/95.5

1 91.5 93.6 21.6/84.8
10 2 84.2 87.9 14.9/76.2

3 79.8 85.6 12.5/72.3

1 78.1 75.5 16.7/75.3
0 2 63.2 62.4 11.0/62.9

3 55.9 58.0 10.9/57.4

FIG. 3. Histogram of the automatically selected orders
versus the number of corrupted bands.
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ternative statistical approach for combining sub-band obser-
vations for dealing with band-limited noise, which assumes
no knowledge about the band position of the noise. However,
the number of bands affected by noise is in the union model
equal to the order of the model and its choice is critical. In
this paper we have introduced an automatic algorithm for
order selection. This algorithm selects the order based on the
state duration pattern generated by the HMM built on the
union model. The computational cost for the selection is
similar to a normaln-best rescoring algorithm. Experiments
have been conducted on the speaker-independent TIDIGITS
database, corrupted by various frequency-selective noises.
The results have shown that the union model based on the
order selected by the automatic algorithm has achieved a
recognition performance similar to that achieved by using
the matched-order~i.e., when the number of noisy bands is
knowna priori!. In the case of isolated digit recognition with
various types of band-limited noise, the resulting extended
union model gives very significant improvements over the
full-band model.

The principle of the algorithm, i.e., using the state dura-
tion for order selection in the union model, can be applied
more generally in the sub-band recognition system for the
detection of sub-bands of signals corrupted by noise. Other
applications of the probabilistic union model, for example,
for speech recognition subjected to partial temporal duration
corruption, can be found in Ming, Stewart, Hanna, and Smith
~1999!; Ming, Jančovič, Hanna, Stewart, and Smith~2000!.
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Piano bass tones raise questions related to the perception of multicomponent, inharmonic tones. In
this study, the influence of the relative phases among partials on pitch and timbre was investigated
for synthesized bass tones with piano-like inharmonicity. Three sets of bass tones~A0527.5 Hz,
100 partials, flat spectral envelope! were generated; harmonic, low inharmonic, and high
inharmonic. For each set, five starting phase relations among partials were applied; sine phases,
alternate~sine/cosine! phases, random phases, Schroeder phases, and negative Schroeder phases.
The pitch and timbre of the tones were influenced markedly by the starting phases. Listening tests
showed that listeners are able to discriminate between tones having different starting phase relations,
and also that the pitch could be changed by manipulating the relative phases~octave, fifth, major
third!. A piano-like inharmonicity gives a characteristic randomizing effect of the phase relations
over time in tones starting with nonrandom phase relations. A measure of the regularity of the phase
differences between adjacent partials is suggested for quantifying this randomization process. The
observed phase effects might be of importance in synthesizing, recording, and reproducing piano
music. © 2001 Acoustical Society of America.@DOI: 10.1121/1.1391246#

PACS numbers: 43.75.Cd, 43.75.Mn, 43.66.Hg@ADP#

I. INTRODUCTION

Piano bass tones connect instrument design and psy-
choacoustics in a challenging way. In the bass, the piano
design is forced to its limits, and the piano engineer encoun-
ters a variety of problems. The produced sound defines a
stimulus of extraordinary complexity, of which many aspects
have not yet been explored by the psychoacoustician.

A. The piano designer’s problem

Differences in tone quality between pianos of different
size, model, and make are due to differences in design, ma-
terial, and the production process. This truism is best illus-
trated in the bass range. Above the mid-range~say C4!,
stringing scales of most pianos are rather similar. The speak-
ing length of the strings is derived iteratively from the length
of the C8 string~which always is close to 5 cm!, via a scal-
ing factor, which always is close to the 12th root of two@see,
e.g., Conklin~1996!#. Design limitations, however, become
clearly exposed in the bass range, in particular, in the two
lowest octaves A0–A1 covering 27.5–110 Hz@Galembo and
Cuddy ~1997!; Galembo, Askenfelt, and Cuddy~1998!#.
Some of the most important difficulties which the piano de-
signer has to tackle in the bass are:~1! the perceptual impor-
tance of inharmonicity due to string stiffness increases;~2!
the longitudinal string modes become a significant factor of
the timbre@Conklin ~1996!#; ~3! due to physical space limi-

tations it is no longer possible to use plain strings and wrap-
ping is introduced that influences the tone quality;~4! an
inevitable discontinuity in the string scale and corresponding
change in timbre occurs at the transition from the treble
bridge to the bass bridge; and~5! the radiation efficiency of
the soundboard decreases rapidly in the lowest bass.

Mainly by trial and error, piano designers have devel-
oped a variety of strategies to overcome or compensate for
these limitations in order to achieve the best tone quality.
Further refinements of the design may still be possible. A
deeper understanding of the physical processes involved in
tone generation in the bass range, as well as their perceptual
relevance, are thus of immediate interest to the piano manu-
facturer.

B. Psychoacoustic perspective

From a psychoacoustician’s point of view the piano bass
range brings several questions to the surface, in particular,
how perception is influenced by the temporal evolution in
magnitude and phase over the duration of an inharmonic
tone.

A piano bass tone is an intriguing stimulus@see Figs.
1~a! and ~b!#. Viewed in the frequency domain, it is very
rich. The spectra of the lowest bass tones may contain more
than 100 partials, and generally extend up to 4–5 kHz within
a 60-dB amplitude drop. The magnitude spectrum has a char-
acteristic formant-like envelope with groups of six to eight
partials between spectral minima, determined by the strikinga!Electronic mail: andersa@speech.kth.se
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position of the hammer on the string. The partials are pro-
gressively stretched due to the inherent inharmonicity of the
stiff strings @Rayleigh~1894!; Fletcher~1964!#, as well as a
motion of the string terminations@Schuck and Young~1943!;
Rimski-Korsakov and Diakonov~1952!; Exley ~1969!; Be-
nade ~1976!#. The decay rate generally increases toward
higher partials@Martin ~1947!; Hundley, Benioff and Martin
~1978!#.

In the time domain, the inharmonicity is manifested as
aperiodicity, giving a marked evolution in the waveform
when viewed over several periods. Among other things, this
means that the phase relations among partials~‘‘relative
phases’’! change continuously. The presence of aperiodicity
suggests that temporal processes might be of perceptual im-
portance in the bass range. Psychoacoustical findings support
this view; for complex tones in the bass range, no partials are
resolved by critical bands@see, e.g., Gelfand~1998!#. As a
consequence, temporal pitch coding can be supposed to
dominate. Further, as we deal with a high number of audible
partials, perceptual effects on pitch and timbre from the rela-
tive phases among partials seem quite probable. In particular,
it is natural to suppose thataudible effects due to the dynami-
cally changing relative phases in piano bass tones may oc-
cur.

This is the topic addressed in this study. The perception
of synthesized multicomponent bass tones with a piano-like
inharmonicity is explored in three experiments. The design
of the experiments focused on two main control parameters:

~1! the relative phases at note onset~starting phases!, and~2!
the level of inharmonicity, and its influence on stimulus
waveforms, pitch and timbre. The starting phases will control
the initial waveform~peak structure!, while the inharmonic-
ity will influence the temporal evolution of the phase rela-
tions, and hence also the evolution of the waveform.

II. BACKGROUND

A. Phase effects

The classic statement@Helmholtz ~1877!# that the audi-
tory system is insensitive to the phase relations among par-
tials is known to be a first-order approximation only. Several
studies have demonstrated an influence of relative phases of
partials on timbre and pitch perception in experimental situ-
ations@see, e.g., Schroeder~1975!; Nordmark~1978!; Patter-
son ~1987!; Moore ~1997!; Hartmann~1998!#. However, the
reported experiments usually involve synthesized complex
tones consisting of a few harmonics, restricted to a specific
range of fundamental frequencies. In contrast, tones pro-
duced by real musical instruments usually contain numerous
partials and show a complex dynamic evolution of the spec-
tral envelope. In many cases, such as the piano, musical
tones also have a noticeable inharmonicity. In view of these
differences, it is not straightforward to apply the psycho-
acoustical findings on the perception of musical tones. Phase

FIG. 1. ~a! Waveform of the initial 200 ms of a grand
piano bass tone~Steinway C, 224 cm, A0527.5 Hz!,
recorded by a microphone at a distance of about 1 m.
The fundamental periodT is indicated by a horizontal
bar line. Note that the peak structure in the waveform
gives no clear evidence of the period time because of
aperiodicity due to string stiffness and a weakly radi-
ated fundamental.~b! Spectrum of the same note show-
ing more than 100 partials extending to 4–5 kHz. The
spectrum envelope has a characteristic formant-like
shape with groups of about eight partials between spec-
tral minima, determined by the striking position of the
hammer. The partials are progressively stretched due to
string inharmonicity.

1650 J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Galembo et al.: Effects of relative phases on pitch



effects found under specific experimental conditions with
relatively simple stimuli may not be noticeable in tones pro-
duced by real musical instruments.

The bass range, roughly defined as tones with funda-
mentals below 100–150 Hz, has typically been outside the
scope of most psychoacoustical experiments. This situation
is unfortunate since the low-frequency range, where temporal
processes are known to dominate the auditory analysis,
seems to provide a promising field for studying the effects of
relative phase on pitch and timbre perception. In fact, one of
the few reported studies including stimuli below 100 Hz
shows convincingly that phase effects on timbre are strongest
in the bass range@Patterson~1987!#.

A primary aim of most psychoacoustical experiments on
phase effects in complex tones has been to model the pitch
and timbre perception mechanisms, particularly to argue for
or against temporal versus spectral models of hearing@Nord-
mark ~1978!; Moore ~1997!#. Attempts to apply the results to
the perception of pitch and timbre of tones of musical instru-
ments are scarce@Mathes and Miller~1947!; Hansen and
Madsen~1974!#. However, some important results from psy-
choacoustical experiments on phase relations among partials
are clearly of relevance for some aspects of perception of
musical tones dealt with in this study. These relate, in par-
ticular, to two features of the auditory system.

~1! Selective attention to a single partial or a spectral
range of a tone. It is well known that manipulation of the
magnitudespectrum may draw attention to an individual par-
tial or group of partials and change the judgement of the
pitch of the tone@Schouten~1940!#. Manipulation of the
phasespectrum can give similar results@see, e.g., Moore
~1977!; Hartmann~1988!; Shackleton and Carlyon~1994!#.

~2! Influence on pitch strength. When the partials of a
complex harmonic tone are in phase, the fundamental peri-
odicity in the waveform is enhanced~peak structure!, and a
pitch corresponding to the fundamental frequency is pro-
moted. Thepitch strength, which is a measure of how clearly
the pitch is perceived@Fastl and Stoll~1979!#, is expected to
be higher for a tone with in-phase relations among partials
than for other combinations of phases@see, e.g., Mathes and
Miller ~1947!; Licklider ~1957!#.

B. Inharmonicity

Inharmonicity is a common term in psychoacoustics re-
ferring to spectra in which one or several partials are shifted
away from their harmonic positions. The purpose of most
experiments with such controlled inharmonicity has been to
gain a better understanding of the perception ofharmonic
complex tones@see, e.g., Schouten, Ritsma, and Cardozo
~1962!; Terhardt ~1972!; Goldstein ~1973!; Wightman
~1973a!; Moore, Glasberg, and Peters~1985!#. Moore, Pe-
ters, and Glasberg~1985! connected the results of psycho-
acoustical experiments on inharmonicity with the perception
of piano tones.

The main feature of an inharmonic musical tone is that it
lacks strict periodicity. This property may affect both pitch
and timbre. In particular, the inharmonicity may influence
the pitch strength. A harmonic spectrum is known to evoke a

more pronounced sensation of pitch than does an inharmonic
spectrum@Wightman~1973b!#.

The inharmonicity in piano tones is caused by several
physical phenomenon, influencing all partial frequencies. A
major contribution comes from the stiffness of the piano
string, which causes its transverse modes of vibration to be
higher than those of an ideal string~‘‘stretched’’ partials!.
The classical formula describing the inharmonicity in piano
strings is

f n5n f1
0A11n2B, ~1!

where f n is frequency of thenth partial,n is partial number,
f 1

0 is fundamental frequency of the ideal, flexible string, and
B is an inharmonicity coefficient, set by the string dimen-
sions, material, and design. Fletcher~1964! provides a good
survey of earlier work together with derivations of Eq.~1!
for different types of boundary conditions and experimental
validations.

In the time domain, the inharmonicity in piano tones is
manifested as dispersion, the high-frequency components
propagating on the string with a higher velocity than the
lower components. This leads to characteristic ripples in the
string waveform, preceding each main fundamental pulse,
‘‘pitch glides’’ @Podlesak and Lee~1989!# or ‘‘precursors’’
@Askenfelt and Jansson~1993!#. The precursors are particu-
larly prominent in the bass where the excitation pulse is short
compared to the fundamental period. The influence of inhar-
monicity in piano tones on timbre is not at all fully explored.
Perceptual studies of synthesized piano-like tones have sug-
gested that the inharmonicity adds ‘‘warmth’’ or ‘‘liveness’’
to the decay@Fletcher, Blackham, and Stratton~1962!#, as
well as a ‘‘bite’’ to the attack, enhancing the percussive char-
acter@Reinhold, Jansson, and Askenfelt~1987!#.

C. Overlooked factors

A serious limitation of earlier works on the perception of
piano tones is that two important factors influencing the tim-
bre in combination with the inharmonicity have been over-
looked in the experiments. The first factor is thespectral
bandwidthof a tone, which covaries with the degree of in-
harmonicity and influences the brightness~sharpness! mark-
edly @Galembo and Cuddy~1997!#. For example, a threefold
increase of the inharmonicity coefficient~a factor that well
may be observed between two grand pianos of different size!
may increase the spectral bandwidth of a bass tone by as
much as 50%.

The second overlooked factor influencing piano timbre
as well as pitch is thephase relationsamong partials. This
factor is the focus of the three experiments included in this
study. In Experiment I, the listeners’ ability to discriminate
between tones with five different starting phase relations un-
der three levels of inharmonicity is investigated. In Experi-
ment II, we test specific pitch effects in harmonic tones~am-
biguous or alternative pitches!. In Experiment III, temporary
timbral effects in inharmonic tones~‘‘squeals’’! are exam-
ined.
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III. STIMULI

A total of 15 stimulus tones were synthesized, compris-
ing five different starting phase relations and three levels of
inharmonicity. Different subsets of these tones were used in
Experiments I–III.

The tones were computed as

tone~n,t !5 (
n51

N

A sin@2p f 1
0n~11Bn2!0.5t1Ph~n,0!#,

~2!

whereN is the number of partials in the spectrum,Ph(n,0) is
the starting phase of thenth partial, andB is the inharmo-
nicity coefficient~B50, 6031026, or 60031026!.

All tones had a steady spectrum with a flat envelope, and
a common frequency of the~unstretched! fundamental,
f 1

0527.5 or 55.0 Hz, corresponding to the nominal frequency
of the lowest note on the piano~A0!, or an octave above
~A1!. Each tone consisted of 100 partials. This number is
representative of a real piano bass tone at a relatively loud
dynamic level. The tones were generated by additive synthe-
sis on a Pentium PC at a sampling frequency of 16 kHz.1

The inharmonicity was implemented according to Eq.
~1!, mimicking the partial frequencies of real piano tones.
Three levels of inharmonicity were used, defining three sets
of tones; ‘‘harmonic’’ (B50), ‘‘low inharmonic’’ (B560
31026), and ‘‘high inharmonic’’ (B560031026). For the
low-inharmonic set, the inharmonicity coefficientB was cho-
sen close to the minimum value in the bass range across
many observed pianos,@Galembo and Askenfelt~1999!;
Galembo and Cuddy~1997!#. For the high-inharmonic set,B
was set close to the maximum observed value in the bass
range.

For each level of inharmonicity, five versions of starting
phasesPh(n,0) of the partials were generated. The resulting
waveforms for the harmonic set are shown in Fig. 2.

Sine phases:

Ph~n,0!50. ~3!

Sine ~zero! starting phase for all partials.

Alternate phases:

Ph~n,0!5p/4@~21!n11#. ~4!

Sine phases for odd partials and cosine for even partials.

Random phases:

Ph~n,0!5random@0,2p#. ~5!

Randomized starting phases.

Schroeder phases:

Ph~n,0!52pn2/N. ~6!

Sine phases for all partials, but with a consecutive delay
~n! ranging from zero to half the fundamental period.

Negative Schroeder phases:

Ph~n,0!5pn2/N. ~7!

Sine phases for all partials, but with a consecutive lead
ranging from zero to half the fundamental period.

The Schroeder phases originate from a derivation of the
phase relations, which minimize the peak factor of a periodic
signal with a flat power spectrum@Schroeder~1970!#. Partial
n of a Schroeder tone is given by

FIG. 2. Computed waveforms of five harmonic A0 tones (f 1
0527.5 Hz)

consisting of 100 consecutive harmonics of equal and constant amplitude,
but with different starting phases.
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partial~n!SCH5sin@2p f ~n!t2pn2/N#

5sin@2pn f1
0
„t2delay~n!…#, ~8!

where

delay~n!5n/~2N f1
0!5~n/N!T1

0/2, ~9!

andT1
0 the fundamental period.

The starting phase relations in a Schroeder tone can thus
be viewed as sine phases for all partials, but with a consecu-
tive delay ranging from zero to half the fundamental period.
Negative Schroeder tones show a corresponding consecutive
lead. A~positive! Schroeder tone will resemble a chirped FM
signal with monotonically increasing instantaneous fre-
quency, while a negative Schroeder tone will give decreasing
frequency within the period.

IV. EXPERIMENT I: DISCRIMINATION BETWEEN
TONES WITH FIVE DIFFERENT STARTING PHASE
RELATIONS ASSESSED UNDER THREE
LEVELS OF INHARMONICITY

A. Overview of the stimulus waveforms

In this section we provide an overview of the stimulus
waveforms and some characteristics of pitch and timbre,
compiled from the spontaneous first impressions of a few
listeners. The discrimination listening test is reported below
in Sec. IV B.

1. Harmonic tones

The set of harmonic tones gives a clear demonstration of
some features that are also of relevance for the more realistic
inharmonic tones. As seen in Fig. 2, the five different relative
phase conditions are clearly manifested in the waveforms.
The sine-phase condition emphasizes the peak structure of
the waveform and gives a chugging~‘‘motorcycle’’ ! timbre
with a strong sensation of the fundamental periodicity. The
alternate phase results in a quasihalving of the waveform
period, giving an impression of an upward octave shift in
pitch compared to sine-phase tones. Random phases provide
a waveform with less clear indications of the fundamental
period, and a smooth steady timbre. Schroeder phases result
in upward pitch glides within each fundamental period, while
with negative Schroeder phases the glides are downward.
The Schroeder cases will be discussed in detail in connection
with the inharmonic examples in the following section.

2. Inharmonic tones

The general effect of inharmonicity on the waveform is
illustrated in Fig. 3, which compares the initial three periods
of three tones, one from each set~harmonic, low-inharmonic
and high-inharmonic!, all with sine starting phases.

In the harmonic tone, the starting phases among the par-
tials repeat each period, while in the inharmonic tones the
phases will be disordered over time~‘‘dephasing’’!. As seen

FIG. 3. Influence of the inharmonicity
on the waveform during the initial pe-
riods. Waveforms of three A0 tones
consisting of 100 consecutive har-
monic partials of equal and constant
amplitude, all with sine starting
phases, but with a different amount of
inharmonicity; ~a! harmonic tone,B
50; ~b! low-inharmonic tone,B560
31026; and~c! high-inharmonic tone,
B560031026. The vertical dashed
lines indicate the fundamental period.

1653J. Acoust. Soc. Am., Vol. 110, No. 3, Pt. 1, Sep. 2001 Galembo et al.: Effects of relative phases on pitch



in the figure, the initial pulse in the two inharmonic tones is
severely distorted after only a few periods, the energy con-
tained in the initial pulse being smeared out over a substan-
tial fraction of the period. During the first quasiperiods, this
effect is manifested as characteristic downward frequency
glides prior to the nominal position of the ‘‘main pulse.’’
These forerunners, or precursors, occupy about half of the
first period of the low-inharmonicity tone, and about three-
quarters of the first period of the high-inharmonicity tone.
After a few periods, these glides disappear and the wave-
forms appear more stochastic.

For inharmonic tones it is thus important to distinguish
between the starting phase conditionsPh(n,0) and the in-
stantaneous phasePh(n,t). The dephasing process will suc-
cessively bring the starting phases out of order, randomizing
the phases from period to period. The rate of the dephasing
increases with increasing inharmonicity. As inharmonic tones
are not periodic, the phase relations will never return to the
starting conditions.

The first 200 ms of the waveforms of all ten tones in-
cluded in the low-inharmonic and high-inharmonic sets are
shown in Fig. 4~the two inharmonic cases in Fig. 3 reap-

FIG. 4. Computed waveforms of the first 200 ms of ten A0 tones, consisting of 100 consecutive inharmonic partials of equal and constant amplitude. The tones
differ in starting phases~rows! and inharmonicity~columns!, low-inharmonic tones,B56031026 ~left!, and high-inharmonic tones,B560031026 ~right!.
The arrows in~g! and ~h! indicate moments of maximal in-phase relations in the Schroeder tones~see the text!.
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pearing at the top!. A significant difference between random-
phase tones@Figs. 4~e! and ~f!# and the other tones can be
seen. For tones with random starting phases, no characteris-
tic changes in waveform~and timbre! with time can be ob-
served. Due to the inharmonicity, the phases of the other
tones ~which all start with nonrandom phases! are succes-
sively randomized, and after some time it is difficult to at-
tribute the waveform~and timbre! to a specific starting
phase.

In the Schroeder case, the inherent upward pitch glides
generate an interesting conflict with the downward glides
due to inharmonicity. Comparing the waveforms in Fig. 4 it
can be observed that the sine starting phases are randomizing
gradually from one period to the next. Negative-Schroeder
phases are also randomizing monotonically, only faster. In
contrast, Schroeder tones start with an upward glide, but the
cumulative effect of inharmonicity overcomes this tendency
with time. Inharmonicity finally overrides, resulting in a
downward glide. The turning point between these two con-
flicting mechanisms corresponds to a distinctive peak in the
waveform, separating the initial upward glide and the follow-
ing downward glide. In Fig. 4~g! this event takes place at
about 45 ms after the onset of the tone~indicated by an
arrow!. With higher inharmonicity, the turning point occurs
sooner, after about 4 ms in Fig. 4~h!. The presence of a peak
in the waveform indicates a ‘‘phase concentration’’ at this
moment, meaning that the partials are more in phase at this
moment than before or after.

B. Listening test 1

In Listening test 1, we investigated whether listeners
were able to discriminate between tones with five different
starting phase relations~Sine, Alternate, Random, Schroeder,
and Negative Schroeder! under three levels of inharmonicity.
Three sets of tones:~1! harmonic~2! low inharmonic, and~3!
high inharmonic were independently examined in separate
blocks of trials, using an ABX procedure. We expected that
tones of the harmonic set would be easiest to discriminate
because phase relations of these tones remain constant across
duration.

1. Method

(a) Listeners.Eight listeners were recruited from the
Queen’s University community, 3 men and 5 women ranging
in age from 19 to 36. All listeners were paid for their partici-
pation. All had received a minimum of seven years formal
training on a musical instrument. All reported normal hear-
ing.

(b) Materials. The stimuli consisted of the three com-
plete sets of tones~harmonic, low inharmonic, and high in-
harmonic! described in Sec. III, each set including five start-
ing phase relations. All tones had a pitch of A0
( f 1

0527.5 Hz) and duration of 1 s. A pause of 10 ms sepa-
rated all tones in a trial.

(c) Apparatus.The stimulus presentation and collection
of responses were controlled by a PC Pentium computer run-
ning dedicated listening test software.2 Tones were presented

using a Sound Blaster acoustical output~32 bit!, driving
Sennheiser HD580 precision headphones with magnitude re-
sponse within63 dB across 16–30 000 Hz. Before the ac-
tual collection of data started, the listeners were asked if the
loudness was comfortable or needed adjustment, but no one
exercised this option. In effect, the loudness level was the
same for all listeners. Consideration of the phase response of
the headphones is addressed in the Appendix.

(d) Procedure.Listeners heard 80 trials in each block,
two presentations each of the 10 possible tone combinations
in each of the four possible ABX permutations. The order of
trials within blocks was independently randomized for each
listener. In any given trial, listeners heard three tones; the
third tone was always a repetition of the first or second tone
~i.e., ABX procedure!. The task was to verbally state whether
the third tone~X! matched the first tone~A! or the second
tone~B!. Within each block, all possible ABX combinations
and permutations of the five tones were tested. Listeners
were able to hear the trial as often as necessary before sub-
mitting a response. A cash prize was awarded to the listener
achieving the highest percentage correct; thus listeners were
inclined to only submit a response once they were confident.
Once a response was submitted, feedback was provided in
the form of ‘‘correct’’ or ‘‘incorrect.’’ Prior to commencing
each block, listeners were given approximately 15 min to
familiarize themselves with the tones used in the block and
to practice the discrimination task with those tones. The or-
der of blocks was identical for all listeners:~1! harmonic,~2!
low inharmonic, and~3! high-inharmonic. This block order
was designed to follow the expected progression from easy
to difficult discrimination.

TABLE I. Mean discrimination for tone combinations within each tone set
in Listening test 1. Note: Mean discrimination was collapsed across all ABX
permutations.

Sine Random Schroeder
Negative
Schroeder Alternate

Harmonic (B50)
Sine ¯ 100% 100% 98.43% 100%
Random ¯ 100% 100% 100%
Schroeder
Negative

¯ 96.88% 100%

Schroeder ¯ 100%
Alternate ¯

Low inharmonic (B56031026)
Sine ¯ 100% 93.75% 90.63% 98.44%
Random ¯ 100% 100% 100%
Schroeder
Negative

¯ 100% 100%

Schroeder ¯ 100%
Alternate ¯

High inharmonic (B560031026)
Sine ¯ 100% 89.06% 76.56% 98.44%
Random ¯ 100% 100% 100%
Schroeder
Negative

¯ 93.75% 100%

Schroeder ¯ 92.19%
Alternate ¯
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2. Results and discussion

The overall mean percentage of correct discrimination
was well above chance~i.e., 50%! at 97.6%. Variance in
mean percentage correct across tone sets was small but sig-
nificant with harmonic at 99.53% (SD50.65), low inhar-
monic at 98.28% (SD51.88), and high-inharmonic at
95% (SD55.9), F5(2,14)52.8, p,0.05. This variance
indicates that ability to discriminate between tones having
different phase is related inversely to the level of inharmo-
nicity in those tones. Table I lists for each tone set the mean
percentage of correct discrimination for each of the AB tone
combinations~collapsed across all permutations!. The most
difficult discriminations were Sine-phase and Negative
Schroeder-phase combinations, particularly in the high-
inharmonic tone set. However, even for difficult tone combi-
nations the mean discrimination was well above chance. In
conclusion, listeners are able to discriminate between tones
having different starting phase relations, even when those
tones possess high levels of inharmonicity.

V. EXPERIMENT II: PITCH OF HARMONIC
ALTERNATE-PHASE TONES

The listeners’ spontaneous reactions to the stimulus
waveforms ~Sec. IV A! included three kinds of responses
when comparing harmonic sine and alternate-phase tones:
~1! The pitch of the alternate-phase tone wasan octave
higher than that of the sine-phase tone;~2! the alternate-
phase tone wasbrighter than the sine-phase tone;~3! the
alternate-phase tone hadambiguous pitch, differing by one
octave. A dedicated study of the reason for these differing

responses was undertaken in Experiment II. The termpitch
structure is used as a common term for all possible pitches
associated with a particular tone.

A. Pitch and timbre interactions

Response~1! reporting an octave shift is not surprising.
Alternate phase relationships are known to generate an oc-
tave shift in pitch compared to sine-phase harmonics, when
applied to unresolvable higher partials of middle-range fun-
damentals@Shackleton and Carylon~1994!#. In our bass
tones, all partials are unresolvable or close to that, so the
octave-shift response could be expected.

The appearance of response~2! reporting differences in
brightness as an alternative to the pitch-shift~1! could be
explained by the well-known interaction between pitch and
timbre @Singh ~1987!; Crowder ~1989!; Iverson and Krum-
hansl~1989, 1993!; Hesse~1982!#. In particular, the ‘‘bright-
ness’’ or ‘‘sharpness’’@Lichte ~1941!# dimension of timbre,
known to reflect the ‘‘position of energized spectral region’’
@Von Bismark ~1974!#, or the ‘‘spectral center of gravity’’
@Wessel, Bristow, and Settel~1987!#, has been shown to in-
teract with pitch. If other pitch cues are weak, a change in
sharpness~a property that can be scaled from low to high as
can pitch! might be confused with a change in pitch@Singh
and Hirsh~1992!; Pierce~1992!#. The pitch-shift response in
~1! is thus not categorically different from the brightness-
change response in~2!. No clear perceptual border between
changes in pitch and changes in brightness does exist.

Response~3! about the ambiguous pitch of the alternate-
phase tone can be supported by rearranging the expression
for the tone in even and odd terms:

FIG. 5. Computed waveforms of the first three periods of three A1 tones (f 1
0555 Hz) consisting of 100 consecutive harmonic partials of equal amplitude. The

tones have the same magnitude spectrum, but differ in phase spectrum. In~a! all partials have sine starting phases; in~b! every fifth partial has a phase shift
of p, and in~c!, every third partial has a phase shift ofp/2 and every fifth partial a phase shift ofp. The pitch structure is different for the three tones~see
the text!.
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In other words, an alternate-phase tone with 100 harmonics
should sound the same as the sum of a sine-phase tone with
100 harmonics and a tone one octave higher with 50 harmon-
ics having& times larger amplitude and different phase.

Any change of the phase of some particular partial~s! in
a complex tone can be interpreted as an addition~or subtrac-
tion! of another complex tone made up of these manipulated
partials. This gives a selective attention to the ‘‘added’’ or
‘‘subtracted’’ tone when comparing two consecutive tones
with different phase relations. A striking demonstration of
this effect was given by Schroeder~1975!, who reported that
it was possible to play ‘‘Mary had a Little Lamb’’ using
sounds consisting of the 31 lowest harmonics of a complex
tone with a fundamental of 100 Hz and differing in phase
spectrum only.

B. Alternate-phase tones with additional pitches

In order to be able to discriminate between ‘‘changes in
pitch’’ and ‘‘changes in brightness’’ when comparing sine
and alternate-phase tones in listening tests, we decided to try
to produce phase effects which would give pitch shifts other
than an octave. Preliminary experiments showed that the per-
ceived differences between sine and alternate-phase tones
were more audible for tones one octave above A0. The most
probable explanation is that A1 gives a stronger perception
of the pitch corresponding to the fundamental. For this rea-
son A1 tones (f 1

0555.0 Hz) were used in Experiment II.
Two A1 tones were synthesized, each consisting of 100

harmonics. In one tone the phases of every third partial were
shifted byp, and in the other tone the phases of every fifth
partial were shifted by the same amount. In this way, a pitch
corresponding to the third and fifth harmonic, respectively,
was emphasized. The tones were generated as

tone3~k!5 (
k50

32

@sin 2p~3k11! f 1
0t1sin 2p~3k12! f 1

0t

1sin„2p~3k13! f 1
0t1p…#1sin 2p100f 1

0t,

~11!

which in analogy with Eq.~10! can be rearranged as

tone3~k!5 (
k51

100

sin 2p100f 1
0t22(

k51

33

sin 2p3k f1
0t. ~12!

Similarly,

tone5~k!5 (
k51

100

sin 2p100f 1
0t22 (

k51

20

sin 2p5k f1
0t.

~13!

For tone3and tone5, waveforms were obtained in which the
period was divided by rather prominent peaks in three and
five equal parts, respectively. In a pilot test it was found that
when these tones were presented over headphones, a ‘‘fun-
damental pitch’’ corresponding to A1 was perceived, as ex-
pected. In addition, a distinctive pitch at an octave plus fifth,
E3 ~or just a fifth, E2, due to the common octave ambiguity!
was perceived fortone3. For tone5, the additional pitch was
two octaves plus a major third, C]4, with octave ambiguities.
Depending on the listening conditions~headphones, loud-
speakers!, the C]4 pitch could sometimes be perceived as
stronger than the A1 pitch. In Listening test 2 we tested
whether a sequence of the phase-manipulated tones~tone3,
tone5! gave rise to changes in pitch or in timbre~see Sec.
V C!.

In further experiments with complexes consisting of 100
equal-amplitude harmonics with a fundamental frequency of
55 Hz ~A1!, the phases of partials were adjusted so as to
emphasize the pitches of the third and fifth harmonics simul-
taneously. The effect on the waveform is illustrated in Fig. 5.
The figure shows the detailed waveforms of~a! an A1 tone
with all partials starting with sine phases,~b! an A1 tone with
every fifth harmonic phase shifted byp, and~c! an A1 tone
with every third harmonic phase shifted byp/2 and every
fifth harmonic phase shifted byp. The amplitude spectrum is
the same throughout the sequence. The period of the second
tone is divided by peaks into five parts, while the third tone
is divided into 15 parts.

In a pilot test, the response of some listeners when lis-
tening over headphones was that the sequence consisted of
the tone A1 followed by a major third interval (A1–C]4)
spread over one or two octaves, and then by a~weak! major
chord (A–C]– E). Other listeners reported a major arpeggio
in a wide disposition, following the most distinctive pitch
changes of the sequence. When listening over loudspeakers
in a room with normal reverberation the three tones of the
sequence were often perceived as differing in timbre only.

C. Listening test 2: Pitch effects in harmonic
alternate-phase tones

In Listening test 2, we assessed whether listeners could
perceive pitches other than the pitch corresponding to the
fundamental frequency in harmonic tones with shifted phases
of selected sets of harmonics.

To assess this, three-tone sequences were presented as a
short melody. Each tone of a sequence had an identical har-
monic spectrum, but different phase relations:~1! all sine
phases;~2! all sine phases except every third harmonic phase
shifted by p/2; and ~3! all sine phases except every fifth
harmonic phase shifted byp/2. All three tones could be pre-
dicted to possess the pitch A corresponding to the fundamen-
tal, supplemented by the additional pitches E and C in~2!
and ~3!, respectively. Listeners were asked to match each
three-tone sequence to one of 27 possible three-tone se-
quence alternatives. Each three-tone sequence was presented
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in each of three reverberation conditions:~1! headphones,~2!
speaker near, and~3! speaker far. We expected that pitch
effects would be clearest under low-reverberation presenta-
tion conditions~i.e., headphones and speaker near!.

1. Method

(a) Listeners.Ten listeners, five men and five women,
were recruited from the Kingston and Queen’s University
communities. Listeners ranged in age from 19 to 51. Five
listeners were paid for participation; of these, three were re-
cruited from responses to posters on campus and two were
known to the experimenters. Three listeners were recruited
from a first-year psychology subject pool and received
course credit for their participation. The remaining two lis-
teners were members of the Acoustics Laboratory and did
not receive any remuneration. All had received training on a
musical instrument to a minimum performance level of
Grade VI Royal Conservatory~or equivalent!. All reported
normal hearing.

(b) Materials. The stimuli were sequences of three syn-
thesized tones, each tone with different phase relations:~1!
all sine phases,~2! all sine phases except every third har-
monic phase shifted byp/2, and~3! all sine phases except
every fifth harmonic phase shifted byp/2. All tones were
harmonic with a pitch of A1 (f 1

0555 Hz), flat, steady mag-
nitude spectrum, and a duration of 0.5 s.

(c) Apparatus.The tones were presented over head-
phones and loudspeakers. Headphone presentation was iden-
tical to that described in Experiment I~Sec. IV B 1!. Speaker
presentation was realized using a small computer loud-
speaker~Creative CS100!, specified to be within63 dB
across 20–20 000 Hz. The loudspeaker was used in two con-
ditions; ~1! Speaker near: The listeners were asked to hold
the loudspeaker within 2–3 cm from their right ear;~2!
Speaker far: The loudspeaker was positioned at a distance of
about 90 cm from the listener with a reverse orientation so
that the listener was not exposed to the direct sound. The
listening tests were conducted in a small office room (2
33 m) with concrete walls. Consideration of the phase re-
sponse of the loudspeaker presentation is addressed in the
Appendix.

(d) Procedure.Each listener heard each of six tone se-
quences in each of three presentation conditions. The se-
quences were the six possible permutations of the three tones
presented with a 10-ms pause between each tone. The order
of presentation conditions was identical for all listeners:~1!
headphones,~2! speaker near, and~3! speaker far. In each
presentation condition, each of the six tone sequences was
presented three times, for a total of 18 trials. The order in
which trials were presented was randomized independently
for each presentation condition and each listener.

Listeners were told that the three tones could be heard
either as a sequence of single pitches, or as a sequence con-
taining some, or all, of the pitches A, C], and E. Thus, there
were 27 possible response alternatives. A sample of the pos-
sible response alternatives was demonstrated on the piano
keyboard.

Listeners were asked to enter the letter names of the

pitches that they heard, in order, on the computer keyboard
~e.g., AAA, AC]E, C]EA, etc!. Listeners were instructed to
ignore tone height and to attempt to focus on the similarities
or differences among the three sounds. After completing all
18 trials, they were asked to listen to each trial again and to
verify their judgements. Listeners were allowed to use the
piano keyboard for assistance. They were also permitted to
replay each trial as many times as they liked.

2. Results and discussion

A response was considered ‘‘expected’’ if it conformed
to the theoretical predictions. A strict criterion was used;
each pitch had to be labeled in the predicted order. For ex-
ample, when the prediction was that the pitches of the three
sounds was A E C], only that order and no other permuta-
tion of the pitches, was considered ‘‘expected.’’

The majority of responses~72.4%! contained three dif-
ferent pitches. The mean number of expected responses
across listeners, out of a possible maximum of 18, was 9.33
for the headphone condition, 8.67 for the speaker-near con-
dition, and 3.00 for the speaker-far condition. Analysis of
variance revealed a significant effect of mode of presenta-
tion, F(2,18)510.35, p,0.001. Orthogonal contrasts re-
vealed that the number of expected responses in the head-
phone condition was not significantly different from the
speaker-near condition,F(1,9)50.98, p50.35, but that the
combined mean for the headphone and speaker-near condi-
tions surpassed that for the speaker-far condition,F(1,9)
512.54,p,0.001.

In conclusion, the listening test showed that the percep-
tion of alternative pitches is a relatively difficult task, in
particular in the reverberant speaker-far condition. Music
training may have played a role in fostering responses that
conformed to our expectations. A ‘‘high-conformance’’ group
with four listeners~min 17, max 17.5 expected responses!
contrasted distinctively against a ‘‘low-conformance’’ group
with two listeners~min 1.5, max 3 expected responses!. The
high-conformance group included listeners with recent or
current music training, and activities such as conducting and
composing.

VI. EXPERIMENT III. PHASE CONCENTRATIONS
„‘‘SQUEALS’’ …

In general, a correspondence between the peak structure
of the waveform and timbre could be observed, as discussed
above ~see Sec. IV A!. Sometimes, however, some signifi-
cant exceptions occurred. In particular, when listening over
headphones to tones with high inharmonicity, two distinctive
acoustical ‘‘events’’ or ‘‘inclusions’’ of short duration were
distinguished within the one-second duration of the tone~ex-
cept for the random-phase tones!. These events, which had
the character of ‘‘squeals,’’ were perceptually separated from
the tone and are not visible in the waveforms. The squeals
occurred at about 0.4 and 0.8 s from the onset of the tones.
After such a long time, the phases of partials are normally
randomized so much that the tone would sound as a random-
phase tone with steady timbre. The most plausible explana-
tion for the squeals would be that they are generated by a
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group of partials, temporarily fused by their phase relations
~‘‘phase concentrations’’!. An analysis that evaluates this hy-
pothesis is given in Sec. VII B. First, listeners’ ability to
detect squeals was tested.

A. Listening test 3: Timbral effects of phase
concentrations „squeals …

In Listening test 3, we assessed the consequences of
random and nonrandom starting phase relations on the per-
ception of inharmonic tones. Our prediction was that listen-
ers would only perceive squeals in tones possessing nonran-
dom starting phase relations~e.g., sine, alternate, Schroeder,
or negative Schroeder!. As in Listening test 2, tones were
presented in each of three reverberation conditions:~1! head-
phones,~2! speaker near, and~3! speaker far. We anticipated
that the detection of squeals would be clearest in low-
reverberation presentation conditions, where phase is rela-
tively well preserved.

1. Method

(a) Listeners.Nine listeners, four men and five women,
were recruited from the Kingston and Queen’s University
communities. Six of the nine listeners had participated in
Listening test 2. Listeners ranged in age from 19 to 51. Six
listeners were paid for participation; of these, five were re-
cruited from responses to posters on campus and one was
known to the experimenters. Two listeners were recruited
from a first-year psychology subject pool and received
course credit for their participation. The remaining listener
was a member of the Acoustics Laboratory and did not re-
ceive any remuneration. All had received training on a mu-

sical instrument to a minimum performance level of Grade
VI Royal Conservatory~or equivalent!. All reported normal
hearing.

(b) Materials. The stimuli consisted of the five tones of
the high-inharmonicity set~see Sec. III!, including four tones
with nonrandom starting phase relations~i.e., sine, alternate,
Schroeder, or negative Schroeder! and one tone with random
starting phase relations~random!. All tones had B5600
31026, flat, steady magnitude spectrum, pitch of A0
( f 1

0527.5 Hz) and a duration of 1 s. The four tones with
nonrandom phase relations each occurred twice and the tone
with random phase relations occurred 8 times, for a total of
16 trials.

(c) Apparatus.The tones were presented over head-
phones and loudspeakers, as described in Experiment II~Sec.
V C 1!.

(d) Procedure.The order of trials within each presenta-
tion condition was independently randomized for each lis-
tener. The order of presentation conditions was identical for
all listeners: ~1! headphones,~2! speaker near, and~3!
speaker far. Listeners were instructed that each trial con-
tained one of two types of sound. They were asked to clas-
sify the sound as to whether it contained squeals~i.e., if they
heard ‘‘events’’ in the timbre!, or not ~i.e., they heard a
‘‘smooth’’ timbre!. They recorded judgements on the com-
puter keyboard, ‘‘1’’ for ‘‘squeals’’ and ‘‘0’’ for ‘‘no
squeals.’’ Listeners were allowed to replay each trial as many
times as they wished before recording a judgement.

2. Results and discussion

For purposes of scoring, a judgment was considered
‘‘expected’’ if it corresponded to predictions. Given the pre-
diction that only nonrandom starting phase relations would

FIG. 6. Phase images of the starting
phases (t50) of all 100 partials for
~a! alternate, ~b! random, ~c!
Schroeder, and~d! negative Schroeder
tones. The partial number is shown
along the perimeter of the circle, and
the phase angle along the radius~0 at
the center and 2p at the perimeter!.
Grid line circles correspond to steps of
p/2.
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contain squeals, an assignment of ‘‘1’’ on trials with nonran-
dom phases and an assignment of ‘‘0’’ on trials with random
phases was scored, as expected. The mean number of ex-
pected responses across listeners, out of a possible maximum
of 16, was 15.89 for the headphone condition, 15.67 for the
speaker-near condition, and 11.44 for the speaker-far condi-
tion. Analysis of variance revealed a significant effect of
mode of presentation,F(2,16)521.28, p,0.001. Orthogo-
nal contrasts revealed that the number of expected responses
in the headphone condition was not significantly different
from the speaker-near condition,F(1,8)50.64, p50.457,
but that the combined mean for the headphone and speaker-
near conditions surpassed that for the speaker-far condition,
F(1,8)522.72,p,0.001.

In conclusion, the listening test showed that listeners
were able to detect phase concentrations corresponding to
squeals in the tones with nonrandom starting phases with
high accuracy. This was true even in the reverberant speaker-
far condition, where performance was better than chance,
X2(8,n59)521.63,p,0.01.

VII. INDICATORS OF PHASE REGULARITY

Inspired by the results in Listening test 3, which indi-
cated that temporary phase concentrations can be perceived

by a majority of listeners, different ways of illustrating and
quantifying the instantaneous phase relations were devel-
oped.

A. Instantaneous phase images

A visual indicator of the regularity of the relative phases
among partials, coinedinstantaneous phase image, was
found to be useful when discussing the regularity of phase
relations and the evolution of the phase relations over time.
Such an image represents the phases of the partials at a par-
ticular moment of time as a contour in a radar diagram. The
phase angle is shown as the distance from the center~n.b:
not as an angle! with zero at the center and 2p at the perim-
eter. The partials~1–100! are arranged clockwise around the
circle.

In Fig. 6 four phase images representing the starting
phases for~a! alternate,~b! random,~c! Schroeder, and~d!
negative Schroeder tones are shown. The sine-phase tone is
not included as the phases are all concentrated at the center
of the circle in that case. It is easy to distinguish between the
three cases with regular patterns of the starting phases~peri-
odicity, symmetry!, and the irregularity of the random-phase
case. Using the phase image representation, the influence of

FIG. 7. Phase images for the~a! sine,
~b! alternate, ~c! random, ~d!
Schroeder, and~e! negative Schroeder
tones in Fig. 4 ~left column! at t
543.8 ms after the onset, correspond-
ing to the moment of the most promi-
nent peak in the waveform in the
Schroeder tone with low inharmonic-
ity @Fig. 4~g!#.
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inharmonicity~or other dephasing factors! on the phase evo-
lution can easily be traced over time.

In Fig. 7, phase images for the five tones with low in-
harmonicity in Fig. 4~left column! are shown at the moment
of the peak in the Schroeder tone@t543.8 ms after the onset,
Fig. 4~g!#. Unlike the other tones, the phase image of the
Schroeder tone shows a clear regularity@see Fig. 7~d!#. The
majority of the partials, including large groups of adjacent
partials, have phases belowp, thus forming a positive peak
in the waveform. Also, within these groups there is very little
change in phase between adjacent partials. This ‘‘in-phase’’
property between adjacent partials becomes even more evi-
dent when examining images of thephase differencesbe-
tween adjacent partials, wrapped to the 0–2p range @see
Figs. 8~a!–~e!#. For the Schroeder tone in~d!, almost all
phase differences between adjacent partials are close to zero
~2p! at the moment of the peak in the waveform. The devel-
opment of the Schroeder tone after that point is consequently
close to that of the sine-phase tone.

B. Quantitative approach

Listening tests 1 and 3 suggested that the pitch and tim-
bre of the stimuli were consistent with the waveform fea-

tures, in particular, the presence or absence of a clear peak
structure, which in turn are dependent on the phase relations
among the partials. The perceptual effects related to this ob-
servation can be summarized as follows.

~1! If the starting phases among partials arerandom,
there is no evident peak structure in the waveform and the
timbre of the tone is only dependent upon the degree of
inharmonicity.

~2! If the starting phases arenot random, the timbre of
the tone changes with time because of the dephasing driven
by inharmonicity. After some time when the phases have
been randomized enough, the initial peak structure of the
waveform has disappeared and the tone has reached the tim-
bre of a random-phase tone with the same inharmonicity.

Some instantaneous measure of the regularity of the
phases might thus serve as an indicator of the timbre. There
is no single mathematical definition of the regularity or ran-
domness of an arbitrary finite series of numbers, but various
approaches have been suggested@for a survey, see Pincus
~1991!#. Generally, a series of values within a certain interval
is considered more random than another series within the
same interval, if~1! the values are more uniformly distrib-
uted over the range, and/or~2! the order of values is less

FIG. 8. Images of the phase differ-
ences between adjacent partials for the
tones in the left column of Fig. 4 (t
543.8 ms).~a! Sine,~b! alternate,~c!
random,~d! Schroeder, and~e! nega-
tive Schroeder tones. Observe that the
shaded area in the Schroeder case does
not extend fully to the 2p circle.
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predictable. As a reasonable working hypothesis it was as-
sumed that criterion~1!—the uniformity of the distribution
of the phase differences between adjacent partials—alone
could serve as a first-order estimate of the peak structure in
the waveform, and hence also as an indicator of timbre.
Some support for this suggestion might be found in the
Schroeder tones, which show a low peak factor in spite of
highly ordered and predictable phase relations.

An additional assumption was made: The phase relations
betweenadjacentpartials were considered more important
for pitch structure and timbre than the relations between
other combinations of partials. As before, the term ‘‘pitch
structure’’ is used as a common term for all possible pitches
associated with a particular tone. The justification for this
assumption is that the audible interaction between partials

such as difference tones, beats, etc. are known to be stronger
for close partials.

In a spectrum withN partials there will beN21 phase
differencesPd(n,t) between adjacent partials with instanta-
neous phasePh(n,t):

Pd~n,t !5Ph~n,t !2Ph~n21,t !, ~14!

wheren51,2,3,...,N and

Pd~1,t !5Ph~1,t !20. ~15!

The phase difference range@0, 2p# is divided intoM equal
subranges and the number of phase differences in each sub-
range is calculated, creating a sequence of occurrencesoi :

$O~ t !%: o1~ t !,o2~ t !¯oM~ t !, ~16!

where

(
i 51

M

oi~ t !5N for anyt. ~17!

It is further assumed thatM5N. This means that an ideally
uniform distribution would give one occurrence in each sub-
range. A calculation of how uniform the distribution of phase
differences is across@0, 2p# is made, using the redundancy
concept@Attneave~1959!#. The redundancy of the phase dif-
ferences~RPD factor! in percent is calculated as

RPD~ t !5100@12H~ t !/Hmax#, ~18!

whereH(t) is the entropy,

H~ t !52(
i 51

N

@oi~ t !/N# log@oi~ t !/N#, ~19!

and

FIG. 9. Comparison between waveforms and RPD curves~redundancy of
successive phase differences!. Computed waveforms of the Schroeder tones
in Fig. 4 with ~a! low and ~b! high inharmonicity, and~c! corresponding
RPD curves~low B, thin line; high B, thick line!. The arrows indicate mo-
ments of maximal in-phase relations in the waveforms, corresponding to the
peaks in the RPD curves in~c!. Also included in~c! are RPD curves for two
random-phase tones with low inharmonicity~triangles!, and high inharmo-
nicity ~squares!.

FIG. 10. A fragment of~a! the computed waveform, and~b! the RPD curve
of a high-inharmonic, negative Schroeder tone~A0527.5 Hz, B5600
31026! containing ‘‘squeals.’’ Indications of temporary phase concentra-
tions are seen in the RPD curve~arrows!, but they are not visible in the
waveform.
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Hmax5 logN; ~20!

RPD50 corresponds to a case where the phase differences
are distributed uniformly, andRPD5100% to a case where
all phase difference values are concentrated in the same sub-
range~for example, as for the sine-phase tone!.

In Fig. 9 the waveforms and the corresponding RPD
trajectories for the two Schroeder tones in Figs. 4~g! and~h!
are compared. It is evident that the RPD function gives a
good description of the waveform envelope of both tones,
the peaks of the waveform being perfectly matched in time
with the phase concentrations indicated in the RPD curve.
The RPD curves for random-phase tones included in Fig.
9~c! do not differ significantly between the two inharmonic-
ity cases; neither do they change with time. A detailed analy-
sis of all synthesized tones showed that the RPD curves
mapped the peak structure of the waveforms accurately.

The RPD trajectory allows a rough estimation of the
time elapsed before the timbre has reached its quasisteady
state. According to the assumptions above, this should occur
when the RPD curve had dropped to the level of the random-
phase tone. This would occur after about 150 ms for the tone
with low inharmonicity and much earlier for the tone with
high inharmonicity@see Fig. 9~c!#.

Figure 10 shows a fragment of a negative Schroeder-
phase tone containing two short squeals. The waveform does
not show any significant changes at the places corresponding
to the squeals, but the RPD trajectory gives clear indications
of the events. Our assumption that temporary phase concen-
trations were the reason for the squeals was thus verified.

VIII. DISCUSSION AND CONCLUSIONS

A. Survey of the results

In this study, we have explored some effects of phase on
pitch and timbre that may be of relevance for musical tones
in the bass range. The evolution of the waveform and phase
relations in synthesized bass tones consisting of 100 partials
was analyzed~A0527.5 Hz and A1555 Hz!, including har-
monic tones and inharmonic tones with string-like inharmo-
nicity. Listening tests showed a clear effect of the relative
phases of partials on both pitch structure and timbre.

For harmonic tones with flat steady magnitude spectra, it
was shown that it was possible to transform a chugging mo-
tor cycle-like sounding sequence of impulses~sine phases!
into a smooth timbre with weaker pitch strength~random
phases!, or into a sequence of periodic downward or upward
pitch glides~Schroeder phases!, only by changing the phase
relations. Further, by changing the phase of selected groups
of partials, it was possible to change the brightness of the
tone, as illustrated by the differences between alternate-phase
and sine-phase tones, and also to make the tone sound as an
interval ~octave, fifth, major third!, or even a chord with two
or three pitches emphasized simultaneously, with the lowest
~fundamental! pitch not necessarily being the strongest.

Inharmonic tones with flat steady spectra were used to
investigate the evolution of the phase spectrum over time.
The changes in the phase spectrum were shown to be re-
flected in changes in the waveform and in the timbre over the

duration of the tone. Only random starting phases of the
partials provide steady timbre. If the starting phases are not
random, the inharmonicity disorders them~‘‘dephasing’’!, re-
sulting in randomized phase conditions after some time. An
ongoing process of randomization is audible only in the at-
tack, as downward pitch glides, differently depending on the
starting phase relations and the degree of inharmonicity.
Higher inharmonicity gives a faster dephasing process.

A measure of the redundancy of the phase differences
between adjacent partials~RPD! was calculated in order to
estimate the phase regularity. High peaks in the RPD curve
were shown to be consistent with the peak structure of the
waveform. RPD peaks of small amplitude could be used to
detect temporary phase concentrations, invisible in the wave-
form but audible as sudden changes in timbre~‘‘squeals’’!.

The perceptual effect of different phase relations de-
pends on listening conditions. When the tones were pre-
sented over headphones, very clear responses were reported
for a majority of the listeners. When presented over loud-
speakers in a normal room, the effect decreased with increas-
ing distance to the loudspeakers. In a large and moderately
reverberant room most listeners do not perceive any differ-
ences between the tones, not even in the simplest task with
discrimination between harmonic tones with five different
phase conditions. The reason for the large influence of the
presentation conditions is that the phase relations are well
preserved in the headphone presentation, but more or less
deteriorated when listening over loudspeakers due to the in-
terfering reflections in the room. This raises doubts about the
significance of phase effects when listening in concert halls

FIG. 11. Waveforms of~a! the displacement of an A0 piano string measured
close to the bridge, and~b! the radiated sound. Compiled from Podlesak and
Lee ~1989!.
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or in other relatively reverberant conditions. Some specific
cases in which an audible effect of the phase relations can be
expected are discussed below in connection with the piano.

Regarding a possible effect of audible phase distortion
introduced by the equipment in the listening test~primarily
by the headphones and loudspeakers!, it is unlikely that such
distortions would provide cues that were both reliable and
distinctive enough to enable perceptual discrimination. Ac-
cording to the evaluation in the Appendix there were large
differences in the amount of phase deterioration for three
different presentation conditions~headphones, speaker near,
speaker far!. For the headphone presentation it seems safe to
conclude that any phase distortion introduced by the test
equipment was by far outweighed by the phase differences in
the computed stimuli. For the loudspeaker presentations
~speaker near, speaker far! the room reverberation introduced
a progressive deterioration in the stimuli with increasing lis-
tening distance, which is in concordance with the results of
the listening tests.

B. Future studies and applications to the piano

In this study, only A0 and A1 tones were studied in
combination with five well-defined phase relations. We con-
sider our conclusions valid for at least the bass range below
A1. The prominence of the perceived effects are dependent
on the conditions of the presentation~headphones versus
loudspeakers, room reverberation!, and in some cases, musi-
cal training. Despite these limitations the experiments have
pointed out several important perceptual phenomena, which
need further research. A continuation focusing on perception
should include the determination of a parameter space in
which relative phases have audible effects on timbre and
pitch structure. The main parameters would be fundamental
frequency range, number of partials, degree of inharmonicity,
and spectral envelope and its dynamic evolution. In this con-
nection it would be appropriate to evaluate how useful the
crest factor of a waveform is as a first-order approximation
of the in-phase/out-of phase relations among partials
@Schroeder~1970!#.

Regarding applications to real piano tones, the dephas-
ing processes at successive stages in the tone generation are
of particular interest. There are several potential sources of
phase randomization after the initial string excitation by the
hammer. The first isinharmonicitydue to string stiffness, as
mentioned. The larger the inharmonicity coefficient and the
higher the pitch, the faster the phases will be randomized. A
second source of phase randomizing is thesoundboard, a
distributed radiator. An additional phase randomization
might be expected in the internal volume of the case of the
upright piano. A third phase randomizer is theroom, due to
multiple reflections. The listener is exposed to all three ran-
domizing processes, while the pianist~tuner, voicer!, being
closer to the soundboard than the soundboard dimensions, is
in a better position to experience a less dephased sound.3

There are few data available on the initial phase rela-
tions between the vibration modes of a struck piano string
and the relative phases of the partials in the radiated tone. An
indication that the string motion signal starts with nearly
ordered partials, while the radiated piano tone starts with

phases already disordered to some extent, can be obtained
from the waveforms in Fig. 11@Podlesak and Lee~1989!#.
Audible pitch glides in the signal reported by Podlesak and
Lee, as well as a characteristic evolution in waveform within
the period comparable to the inharmonic tones in Fig. 3,
illustrate the dephasing effect from the string inharmonicity
in a real piano.

A tempting question for further research is the extent to
which a phase-randomization process~‘‘from order to disor-
der’’! contributes to the character of real piano bass tones.
First, it would be desirable to study phase effects in more
realistic synthesized tones with piano-like spectral dynamics.
Also, it would be desirable to conduct measurements on vari-
ous pianos to determine the stages of phase transformations
from string vibrations to radiated tones. Preliminary experi-
ments indicate that some of the phase information in signals
with a pronounced peak structure~like the sine-phase tone!
can survive surprisingly well in reverberant conditions when
radiated from loudspeakers. Thus, room reverberation alone
may be insufficient to sweep out any ordered phase informa-
tion in radiated piano tones.

The question then remains how large the dephasing ef-
fect is due to the radiation from the soundboard. An indica-
tion that the soundboard probably plays a major role in the
dephasing process comes from experiences of preparing a

FIG. A1. A comparison between the waveforms of a computed stimulus
tone ~Schroeder, harmonic! and the sound pressure at a listener’s ear in the
three different presentation conditions in the listening tests;~a! computer
output,~b! inside the headphones,~c! speaker-near condition,~d! speaker-far
condition. An additional example showing the sound pressure waveform at
about 4 m distance from a high-quality loudspeaker in a moderately rever-
berant lecture room is shown in~e!. All waveforms have been normalized to
approximately the same amplitude.
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grand piano with a contact microphone for amplification or
recording. The position of the pick-up relative to the bridge
is then highly important. As the phase randomization due to
the soundboard is missing, pitch glides indicating the
dephasing due to string inharmonicity can be recognized in
bass notes for certain positions of the contact microphone, in
particular, when placed close to the bass bridge. A similar
phenomenon may be of importance when listening to nor-
mally recorded piano music. If the microphone has been
placed at a small distance from the soundboard, the signal
may contain ordered phase relations among partials. This
may explain in part the experience that recorded piano music
may sound quite different when listening over loudspeakers
~even of high quality! compared to headphones. A headphone
presentation offers much better phase characteristics@Blauert
and Laws~1978!# and avoids the reverberation of the listen-
ing room.

Whatever may be the relations between the contributions
from the different parts of the piano to the phase randomiza-
tion, the very attack portion of the tone would be the most
significant part for communicating the ‘‘ordered’’ phase in-
formation. The listener needs information about the initial,
more or less ordered, phases in order to be able to follow the
continuous evolution toward a randomized state. The impor-
tance of the attack is further underlined by~1! the known fact
that if focuses the attention on the new tone@Moore ~1997!#,
and ~2! the presence of a direct sound component not con-
taminated by multiple room reflections.

Regarding the presence of ‘‘squeals’’ that were attributed
to temporary phase concentrations, it might be appropriate to
revisit the ‘‘wolf tones’’ in the piano bass range observed by
Knoblaugh~1929, 1944!, and attributed by him to the longi-
tudinal string modes. In view of later experimental evidence
that the longitudinal modes decay relatively fast,4 phase con-
centrations deserve to be investigated as an alternative expla-
nation of the phenomenon.

In summary, our study indicates that the randomization
of the relative phases among partials due to inharmonicity is
an important factor for the evolution of the timbre in bass
tones with wide spectrums. This effect probably needs to be
taken into account in a detailed description of the sound
generation in the piano bass range. An immediate application
could be foreseen in high-quality piano synthesis.
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APPENDIX: PHASE RESPONSE

The amplitude and phase responses of the headphones
and loudspeakers used in the listening tests will influence the
sound presented to the listeners. While the amplitude re-
sponses are specified by the manufacturers, data on the phase
responses are not readily available. A determination of the

phase responses is possible by measuring the group delays
@see, e.g., Blauert and Laws~1978!#. For headphones this
needs some kind of~standardized! coupler that simulate the
enclosed air volume in the ear. The results of such tests in-
dicate that the differences in group delay characteristics
~group delay versus frequency! among different manufactur-
ers and models are relatively large@Blauert and Laws~1978!;
Hirara and Ueda~1990!; Hirara ~1997!#. Listening tests have
shown, however, that in most cases the phase distortion will
be below perceptibility@Blauert and Laws~1978!#.

A determination of the group delays does not allow an
easy interpretation of how severely the computed stimuli are
distorted by imperfections in the phase responses. For this
reason another approach was taken. The resulting sound
pressure waveform for one of the stimuli tones~harmonic,
Schroeder! was recorded with a high-quality electret minia-
ture microphone~diam. 8 mm, height 6 mm! at the position
of the listener’s ear in each of the three presentation condi-
tions in the listening tests;~inside the! headphones, speaker
near and speaker far~see Fig. A1!. In this way the combined
effect of amplitude and phase distortions could be examined,
as well as the influence of the room. An additional case was
included, showing the sound pressure at a distance of about 4
m from a high-quality hi-fi loudspeaker~Audio Pro A4–14
Mk II ! in a moderately reverberant lecture room with a re-
verberation radius of 1.1 m~reverberation timeT6050.76 s,
room volumeV5300 m3!.

According to the waveforms in Figs. A1~a!–~d!, it is
evident that there is progressive deterioration in the pre-
sented sounds when going from presentation over head-
phones~b! to speaker near~c! and speaker far~d!, as com-
pared to the computed original signal in~a!. In the
headphone presentation the sound pressure is essentially a
replica of the computed signal and all characteristic features
of the stimulus are present, including the characteristic up-
ward frequency sweep. In the speaker-near condition the
sweep is still relatively well preserved, although modified by
large-amplitude fluctuations. In the speaker-far condition the
sweep is barely discernible, being severely deformed by
high-frequency reverberation ripples. In the lecture room
presentation the stimulus is still more deteriorated. Even at a
moderate distance of 4 m from the hi-fi loudspeaker, the
sound has no resemblance with the original signal@see Fig.
A1~e!#, the reason being that the reverberant sound domi-
nates.

1SOUNDSWELL™ Signal Workstation, Nyvalla DSP AB, A˚ ldermansva¨gen
19-21, SE-17148 Solna, Sweden.

2SPRUCE™ Listening Test 2.0, Nyvalla DSP AB, Åldermansva¨gen 19–21,
SE-17148 Solna, Sweden.

3The phase spectrum was probably an overlooked covariant factor in the
Fletcheret al. ~1962! experiments on the timbral importance of inharmo-
nicity in pianos@see Galembo and Cuddy~1997!#.

4According to Podlesak and Lee~1987!, the decay rate of the longitudinal
string component in the lowest bass notes is about 100 dB/s.
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An analysis by synthesis paradigm was implemented to model glottal airflow and vocal tract
acoustics for the falsetto phonation of a trained countertenor. Changes in vocal intensity were
measured as a function of subglottal pressure, open quotient of the time-varying glottal airflow
pulse, and formant tuning. The contributions of laryngeal adduction~open quotient of the glottal
flow pulse! and of formant tuning to intensity change were derived from modeled data. The findings
were:~1! Subglottal pressure accounted for almost 90% of the variation in SPL in falsetto phonation.
~2! The open quotient of the glottal flow pulse was remarkably constant in these falsetto phonations,
and thus did not affect vocal intensity significantly.~3! Formant tuning occurred in two out of nine
possibilities for the vowel /Ä/. These instances did not support the concept of systematic exploitation
of formant tuning. ©2001 Acoustical Society of America.@DOI: 10.1121/1.1396331#

PACS numbers: 43.75.Rs, 43.70.Aj, 43.70.Jt@RDA#

I. INTRODUCTION

Physiologically, the voice of an adult male is capable of
producing falsetto register, with varying degrees of vocal in-
tensity, in the upper part of the fundamental frequency range
~Colton and Hollien, 1972; Hollien, 1974, 1977!. Although
there is a range of fundamental frequencies that can be pro-
duced in either falsetto or modal~chest! register, the highest
fundamental frequencies are normally produced in falsetto
register. Loud, high-pitched falsetto phonation is therefore
considered one extreme of the functional range of the vocal
mechanism~Titze, 1988, 1994; Welchet al., 1988!.

Culturally speaking, vocalization in falsetto register is
not a rare phenomenon. In speech, falsetto voice can be used
as a phonemic contrast, or as an element of prosody~Laver,
1980!. Emotions such as surprise, fear, happiness, and an-
guish are expressed vocally in the form of sighs, squeals,
giggles, and other outbursts of high-pitched falsetto vocaliza-
tion ~Scherer, 1995!. Falsetto is also used by males to imitate
women’s or children’s voices.

Singing in falsetto is part of the musical practice of
many of the world’s cultures, occurring in contexts as varied
as the Beijing opera, the traditional chanting of Pygmy tribes
in central Africa, Alpine yodeling, Hawaiian folk singing,
and Western pop music~Malm, 1967; Alley, 1982; MacKer-
ras, 1983!. In the sacred music of England, it had become
tradition by the 17th century to have the alto voice parts of a
choir sung by countertenors, i.e., adult tenors or baritones
using falsetto voice~Giles, 1982!. In the last two decades,
there has been a renaissance in the art of the countertenor
vocal soloist in Europe and North America, especially in the
performance of early music and Baroque opera~Gurewitsch,
1999!. Countertenor soloists are adult males with tenor or
baritone/bass speaking voices, who generally use a falsetto-

based vocal technique for singing alto or soprano parts
~Giles, 1982; Welchet al., 1988!.

Falsetto phonation has also been used by voice thera-
pists and teachers of classical singing voice for rehabilitation
and training~Brown, 1996!. Voice therapists have used fal-
setto for treating functional voice disorders such as vocal
nodules, ventricular phonation, and muscle tension dyspho-
nia ~Boone and McFarlane, 1994; Colton and Casper, 1990;
Perlman, 1992!. Singing teachers have used falsetto phona-
tion with male students to develop a mixed register~‘‘head
voice’’! and thereby decreased forceful productions of high-
pitched vocalization~Frisell, 1964; Reid, 1978!.

Although control of pitch in falsetto register has been
discussed amply~van den Berg, 1963; Hiranoet al., 1969;
Titze, 1994!, there are few comprehensive studies regarding
physiologic control of vocal intensity in falsetto. Most stud-
ies examining physiologic control of vocal intensity have
avoided high-pitched or falsetto phonation~Holmberget al.,
1988; Stathopoulos and Sapienza, 1993a; Holmberget al.,
1995!. This is to a large degree due to practical and theoret-
ical limitations of measurement and analysis techniques cur-
rently available to separate source from vocal tract charac-
teristics.

In a single-subject study, like ours to be described, Is-
shiki ~1964! found mean airflow to be the most salient vari-
able for vocal intensity change. At a given falsetto pitch, he
found glottal resistance to be almost constant, and his data
suggested that intensity was proportional to the 3.3 power of
flow. Colton ~1973! found the intensity range produced in
falsetto register to be much smaller than the intensity range
in modal register. The difference between most and least in-
tense phonations in falsetto ranged from 13 dB SPL for the
nonsingers to 18 dB SPL for the singer subjects, which was
about half the range found in modal register.

1667J. Acoust. Soc. Am. 110 (3), Pt. 1, Sep. 2001 0001-4966/2001/110(3)/1667/10/$18.00 © 2001 Acoustical Society of America



The regulation of vocal intensity can be understood as
coordinated contributions of possibly three major compo-
nents: subglottal pressure, glottal adduction, and vocal tract
resonance~Titze and Sundberg, 1992!. The goal of this study
was to describe changes in vocal intensity in falsetto phona-
tion as a function of changes in these three variables. To
circumvent the limitations of having to measure and remove
formant structure directly in high-frequency phonations, an
analysis by synthesis approach, patterned after Titze, Mapes,
and Story~1994!, was employed. This approach made ex-
plicit use of three-dimensional measurement of the vocal
tract geometry~Tom et al., 2001!. Since this is very time-
consuming and energy-draining for the subject, only a single
singer was studied.

High-pitched phonations are problematic for determin-
ing formant frequencies and bandwidths because there are
few harmonics with which to ‘‘sample’’ the vocal tract spec-
trum. In addition, the amplitudes of successive harmonics in
the spectrum of falsetto phonation drop off rapidly, at a rate
of 16 dB/octave or more, providing reduced levels of acous-
tic information for a linear inverse filter above 1000 Hz. This
is the traditional methodological problem.

II. METHODS

This study implemented an analysis by synthesis ap-
proach as a practicable alternative to linear inverse filtering.
This involved ‘‘fitting’’ a computer model to a particular sub-
ject by ~1! incorporating cross-sectional vocal tract area
functions derived from direct imaging of the subject’s vocal
tract; ~2! adjusting glottal parameters of the model such that
closure conditions were similar to those observed via video-
stroboscopic images and electroglottograms of the subject’s
phonations, and~3! using measured subglottal pressure and
fundamental frequency as input values for simulation. The
model simulated oral pressure, oral flow, and vocal fold con-
tact area, all of which were compared to those of the subject.

A. Subject and phonatory conditions

The subject was a 45-year-old male with extensive train-
ing in Western classical singing, including 12 years of vocal
study as a baritone and 6 years of study as a countertenor. An
active performer and voice teacher, he had sung as a coun-
tertenor for the past 11 years, performing early music with a
falsetto-based technique to vocalize in the alto range. The
subject’s medical and recent health history were unremark-
able. He was a native speaker of general North American
English. The subject’s fundamental frequency range spanned
from 69 Hz (C]2) to 392 Hz (G4) in chest register and from
147 Hz (D3) to 587 Hz (D5) in falsetto register.

Data recordings were made under eight phonatory con-
ditions ~see Table I!. There were three pitch levels, separated
by a distance of a musically perfect fourth~low pitch, 262
Hz; medium pitch, 349 Hz; high pitch, 466 Hz!. Each pitch
was sung at two intensity levels,mezzo pianoandfortissimo.
In addition, two chest register conditions were produced for
control, one at a comfortable and one at a loud intensity
level. The pitches of these phonations were not prescribed,

but were selected by the subject as B-flat2 ~117 Hz! and D3

~149 Hz!, respectively.

B. Acoustic recordings

Microphone, sound-level meter, and electroglottographic
~EGG! signals were recorded simultaneously on a digital in-
strumentation tape recorder~Sony PC108-M!. Six tokens of
the vowel /Ä/, prolonged for 2 to 3 s, were recorded at each
of the eight conditions, a total of 48 utterances. Recording
bandwidths were 20, 10, and 10 kHz, respectively. Audio
signals were transduced with a prepolarized condenser mi-
crophone~AKG C451 EB with a CK 22 capsule!. Preampli-
fication and amplification were provided by an AKG N-62E
phantom power source and a Digital Sound Corporation
~DSC 240! amplifier, respectively. Intensity level was re-
corded from the output of a digital sound-level meter~Bruel
& Kjaer 2230! fitted with a condenser microphone~Bruel &
Kjaer 4155! set for slow response and linear weighting. Cali-
bration tones were produced at four intensity levels, with a
reference sound source at an approximate frequency of 570
Hz. The intensity levels of these tones were monitored with
the digital sound-level meter. In addition, a Synchrovoice
research electroglottograph~EGG! was used to transduce
time-varying vocal fold contact area.

Recordings were made in a sound-treated booth~IAC!
approximately 33333.8 m. In order to record data from
phonations analogous to those produced during imaging~de-
scribed below!, the acoustic recordings were made with the
subject in a supine position. The subject was reclined in a
dental chair, parallel to the floor, with a built-in headrest
adjusted for the subject’s head stability and comfort. The
sound-level meter and microphone were mounted in a fixed
position on a microphone stand at a distance of 0.5 m, di-
rectly above the subject’s lips. EGG electrodes were placed
on the skin surface superficial to the laminae of the thyroid
cartilage. Appropriate placement was verified by monitoring
signal outputs on an oscilloscopic display. Pitch cues for the
different pitch conditions were given from an electronic key-
board~Casio MT-35! before each set of six tokens of phona-
tion.

C. Aerodynamic recordings

Transduction of wide-bandwidth oral airflow and esti-
mates of subglottal pressure were accomplished using estab-
lished techniques~Rothenberg, 1973; Smitheran and Hixon,
1981; Löfqvist, Carlborg, and Kitzing, 1982; Holmberg, Hill-

TABLE I. Phonatory conditions for data collection, vowel /Ä/.

Pitch/Condition Register Pitch (F0) Loudness

B-flat4 ff Falsetto B-flat4 ~466 Hz! Very loud ~ff !
Bflat4 mp Falsetto B-flat4 ~466 Hz! Moderately soft~mp!
F4 ff Falsetto F4 ~349 Hz! Very loud ~ff !
F4 mp Falsetto F4 ~349 Hz! Moderately soft~mp!
C4 ff Falsetto C4 ~262 Hz! Very loud ~ff !
C4 mp Falsetto C4 ~262 Hz! Moderately soft~mp!
Speech Chest D3 ~147 Hz! Very loud
Speech Chest B-flat4 ~117 Hz! Comfortable loudness
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man, and Perkell, 1988; Kitajima and Fujita, 1990!. Phona-
tory tasks were strings of seven smoothly and continuously
uttered repetitions of the syllable /pÄ/ at a rate of approxi-
mately 1.5 syllables per second. Each syllable string was
repeated five times for a total of 35 syllable repetitions at
each of the phonatory conditions. In order to avoid beginning
and/or end effects, only the three center syllables of each
string were analyzed, i.e., three center syllables from each of
the five strings resulted in 15 data points per phonatory con-
dition. Subglottal pressure was inferred from the intraoral
pressure during mouth occlusion in the /pÄ/ syllable. This
intraoral air pressure was sensed with a small metal tube
~approximately 20 mm in length, with an inner diameter of 1
mm! inserted into a small opening in a circumferentially
vented face mask~Glottal Enterprises MA-1!. When the
mask was in place, the proximal end of the metal tube en-
tered the corner of the mouth, the distal end being connected
to a low-bandwidth differential pressure transducer~Glottal
Enterprises PTL-1!. The frequency response of this trans-
ducer was rated flat up to 30 Hz. Pressure signals were cali-
brated with a series of six pressure levels, ranging from 0.0–
2.49 kPa as monitored with a Dwyer U-tube manometer.

Oral airflow was transduced with a high-resolution
pneumotachograph attached to the circumferentially vented
face mask~mentioned above!. This transducer system~Glot-
tal Enterprises MS 100 A2, Glottal Enterprises PTW-1! had a
flat frequency response to approximately 1000 Hz. Flow sig-
nals were calibrated by using a series of nine flow levels over
a range of 0–2198 ml/s as monitored by a rotameter~Gil-
mont #5 Flowmeter, E-5930!.

Intensity level and EGG signals were obtained simulta-
neously with these aerodynamic signals, as described above.
The aerodynamic signals were recorded in the same environ-
ment as the acoustic signals, with the subject in supine posi-
tion. The subject held the flow mask firmly over his nose and
mouth to ensure a good seal during the entire phonation of
each pitch/loudness condition. The mask was removed from
the subject’s face between each condition and the flow and
pressure voltages of the mask electronics readjusted to zero
to minimize dc signal drift.

D. Videostroboscopy

Laryngeal videostroboscopic images were made using a
Machida LY-C30 rigid laryngoscope with a Bruel & Kjaer
Rhino-Larynx Stroboscopic light source~type 4914!. Images
were recorded on S-VHS videotape with simultaneous sound
for reference purposes. With the subject comfortably seated
upright in a dental chair, the rigid scope was introduced
orally without the use of anesthetic spray. The eight phona-
tory conditions were recorded starting with low-pitched com-
fortable speech and loud speech in chest register, and then
the low, medium, and high-pitch conditions in falsetto. Pho-
nations were made on an /i/ vowel in order to accommodate
the laryngoscope in the oral cavity.~It is difficult to see the
vocal folds during an /Ä/ vowel, because the position of the
tongue and epiglottis in the pharynx obscures their view.!

E. Vocal-tract imaging

High-resolution images of the vocal tract during phona-
tion of an /Ä/ vowel on the eight pitch and loudness condi-
tions were acquired using electron beam-computed tomogra-
phy ~EBCT!. Each series of contiguous axial scans was
reconstructed as a volumetric~3D! image set of the vocal
tract during a particular phonatory condition. Cross-sectional
area functions were derived from measurements of the 3D
reconstructed vocal tracts. The specific techniques used for
image acquisition and volume reconstruction and measure-
ment of vocal tract cross-sectional areas have been described
by Tom ~1996! and Tomet al. ~2001!. An example of a volu-
metric airway EBCT scan is shown in Fig. 1~a! for the /Ä/
vowel.

FIG. 1. Sketch of vocal tract.~a! Electron beam computerized tomography
and ~b! Computer-simulated cylindrical tube version.
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F. Analysis by synthesis

A kinematic model of vocal fold vibration~Titze, 1984!
was combined with a one-dimensional, soft-wall, lossy wave
reflection algorithm for sound propagation in the vocal tract
~Liljencrants, 1985; Story, 1995!. This analysis by synthesis
paradigm has been used in previous experiments~Titze,
1984; Titze, Mapes, and Story, 1994!. The kinematic model
represents a first level of interaction between the simulated
voice source and vocal tract. It calculates pressure and flow
behaviors through a dynamic three-dimensional glottis~Fig.
2!, coupled to cylindrical tube approximations of the subglot-
tal and supraglottal vocal tract. Subglottal and supraglottal
acoustic pressures affect glottal airflow through the dynamic
three-dimensional glottis, which is modeled as

g~y,z,t !5Max$0,2@ j̄~y,z!1j~y,z,t !#%, ~1!

where j̄ is the postural~prephonatory! component andj is
the dynamic~oscillatory! component. The postural compo-
nent is

j̄5~12y/L !@j01~jc24jbz/T!~12z/T!#, ~2!

whereL is vocal fold length,T is the vocal fold thickness,j0

is the half width of the glottis at the vocal process~Fig. 2!, jc

is the net convergence of the medial surface of the vocal
folds, andjb is the bulging of the medial surface. The time-
varying component is written as

j5jm sin~py/L !Fsinvt2
vz

c
cosvt G , ~3!

where jm is the displacement amplitude of the center (y
5L/2) of the vocal folds,v is the angular frequency, andc is
a vertical surface wave velocity in the vocal fold tissues
~about 1 m/s!. With this model, oscillation is driven~not
self-sustained! and Eq.~3! represents two principal modes, a
compressional mode~first term in brackets! and a shear
mode~second term in brackets!. The airflow is calculated on
the basis of incident and reflected pressures above and below
the glottis in an interactive fashion~Titze, 1984!. Parameters
for variation are subglottal pressurePs , fundamental fre-

quencyF05v/2p, and the glottal shaping parametersj0 ,
jc , andjb . The amplitude of vibrationjm was computed by
an empirical rule, based on unpublished data on excised hu-
man larynges in our laboratory

jm50.1LS Ps2Pth

Pth
D 1/2

. ~4!

In this expression,Pth is the oscillation threshold pressure,
given by Titze~1994! as

Pth50.1410.06~F0/120!2. ~5!

The vocal tract was simulated with an even number of
contiguous cylinders, the length of which depended on the
sampling frequency and overall vocal tract length. At the
sampling frequency used in this study, 44 100 Hz, each vocal
tract section was 0.396 825 cm long. With the vocal tract
normalized to 44 sections, this resulted in an overall vocal
tract length of 17.46 cm. Figure 1~b! shows how the cylin-
drical sections are used in the model~fewer than 44 are
shown for simplicity!.

To match the model to measured data, approximately 25
cycles of each EGG file, taken from the center portion of the
/Ä/ token, were first used to estimate the open quotient for the
particular phonation. This became a seed value for the syn-
thesis program. Computer simulations were completed for
each of the six tokens of each of the six falsetto pitch/
loudness conditions, as well as the two chest register condi-
tions, for a total of 48 cases. Vocal tract area functions, fun-
damental frequency, and lung pressure, as measured from the
subject, remained constant inputs to the model. Because we
know it to be a ‘‘register’’ parameter,jb , the bulging of the
medial surface, was kept constant for each register condition.
Register was held constant by the subject for each phonation,
as specified for each phonatory condition. Other glottal shap-
ing parameters, includingj0 ~the vocal process glottal half
width!, jc ~net glottal convergence!, andjp ~posterior glottal
gap size! were optimized~MINPAC, free software from Ar-
gonne National Laboratory, Chicago! by fitting the FFT mag-
nitude spectrum of the microphone signal to the model out-
put. Optimization consisted of minimizing the least-squared
error as follows:

Error5
1

n ( ~An2An!25minimum, ~6!

whereAn is thenth harmonic amplitude of the model andĀn

is the corresponding harmonic amplitude of the measured
data. Harmonics up to 4000 Hz were included in the sum.

Figure 3 illustrates a comparison between a modeled
spectrum and the spectrum of a particular phonation from the
subject.~The spectrum is a perfect line spectrum because a
Fourier series of a single cycle of the model was calculated
and matched to the data.! The vertical lines represent the
subject’s phonations; the asterisks represent values as simu-
lated by the model.

To optimize the relevant source parameters~adduction,
convergence, and posterior gap!, videostroboscopic images
were first examined to get a range of seed values. For the
vocal process glottal half widthj0 , values between 0.0 and
0.02 cm were chosen as trials. Larger values gave basically

FIG. 2. Sketch of vocal fold model with geometric parameters.
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sinusoidal wave shapes. For the net glottal convergencejc ,
values between 0.4 and 0.9 were chosen. Lower values, e.g.
0.1 or 0.2, created a relatively square vocal fold shape,
known to be associated with the greater thyroarytenoid
muscle contraction, as in chest voice. A value of 0.2 is most
often used in simulations of chest register speech. The higher
values yielded more rounded and triangular vocal fold
shapes~from a coronal perspective!. The glottal parameter,
jp , posterior glottal gap size, was quantified in terms of an
average diameter from the vocal process to the posterior
wall. The seed values chosen ranged from 0.000 to 0.075 cm.
Each optimization run for a given token of phonation pro-
duced 192 trials, using the entire matrix of combinations of
glottal parameter values.

When there were several candidates with similarly low
least-squared error, secondary matching criteria were used to
rule out poorer candidates. Since time waveforms of micro-
phone, EGG, and oral flow were available, visual compari-
sons were made~Fig. 4!. The best fit was the one that pro-
vided both a good spectral match and a good visual match
~which included the correct phase information in the signals!.
Table II shows the measured values and optimized parameter
input values used to simulate the best-fit falsetto phonations.

FIG. 3. Multitude spectrum for B-flat4 , very loud, token 5. Lines are mea-
sured data and asterisks are the model.

FIG. 4. Comparison of measured~left panels! and simulated~right panels! waveforms for B-flat4 , very loud, token 5:~a! and~b! are microphone;~c! and~d!
are oral flow;~e! and ~f! are EGG.
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Exact matches between measured and simulated data for
acoustic~oral pressure!, aerodynamic~mean oral flow, dy-
namic glottal airflow!, and EGG signals were not expected
from the computer simulations. The isomorphism of the
model is compromised to a degree by simplifications in the
parametrization of variables made in order to make the
model practical with regard to computation time. Addition-
ally, the simplified nature of its glottis cannot completely
capture the complex dynamic geometry of a given subject’s
glottis during phonation, and hence, related airflow simula-
tions.

The simulation for vocal fold contact area~EGG! in

SPEAK was calculated by determining a differential contact
length, and then integrating the contact area of the medial
surface over the differential thickness of each vocal fold
layer. The parameter of vocal fold thickness is not specified
and thus only approximated with the rule that vocal fold
thickness is inversely related to length, using data from Hol-
lien ~1960! for nominal thickness. Another possible source of
error lies in the difficulties encountered transducing the EGG
signal in falsetto phonations. Relatively small changes in po-
sition of the thyroid cartilage can reduce signal strength/
accuracy significantly. The minimal vertical vocal fold con-
tact of small-amplitude falsetto phonations can also reduce

TABLE II. Measured and optimized input values for parameters used for best-fit simulations of falsetto pho-
nations.

Pitch &
loudness

condition and
token number

Glottal
half-width

~cm!
Net glottal

convergence

Posterior
glottal gap
~diameter

in cm!

Total squared
error

~number of
optimized
harmonics!

Bff4 ~Fundamental frequency5466 Hz; subglottal pressure52.36 kPa!
1 0.0175 0.4 0.075 410~8!
2 0.0175 0.4 0.075 249~8!
3 0.0050 0.9 0.075 175~8!
4 0.0100 0.7 0.075 148~8!
5 0.0100 0.7 0.075 127~8!
6 0.0100 0.9 0.050 128~8!

Bmp4 ~Fundamental frequency5466 Hz; subglottal pressure51.76 kPa!
1 0.0125 0.4 0.075 533~8!
2 0.0125 0.9 0.050 642~8!
3 0.0075 0.6 0.075 402~8!
4 0.0175 0.7 0.050 441~8!
5 0.0175 0.7 0.075 574~8!
6 0.0075 0.6 0.075 379~8!

Fff4 ~Fundamental frequency5349 Hz; subglottal pressure51.72 kPa!
1 0.0125 0.9 0.050 1460~11!
2 0.0125 0.9 0.075 916~11!
3 0.0125 0.9 0.075 975~11!
4 0.0125 0.9 0.075 1134~11!
5 0.0125 0.9 0.075 1215~11!
6 0.0125 0.9 0.075 1078~11!

Fmp4 ~Fundamental frequency5349 Hz; subglottal pressure51.07 kPa!
1 0.0200 0.6 0.050 564~11!
2 0.0200 0.7 0.075 634~11!
3 0.0200 0.7 0.050 784~11!
4 0.0200 0.7 0.075 808~11!
5 0.0200 0.6 0.050 1008~11!
6 0.0125 0.7 0.075 411~11!

Cff4 ~Fundamental frequency5262 Hz; subglottal pressure51.25 kPa!
1 0.0200 0.7 0.075 1029~15!
2 0.0200 0.9 0.075 658~15!
3 0.0200 0.5 0.050 1459~15!
4 0.0200 0.9 0.075 1543~15!
5 0.0200 0.9 0.075 2291~15!
6 0.0200 0.7 0.075 1401~15!

Cmp4 ~Fundamental frequency5262 Hz; subglottal pressure50.79 kPa!
1 0.0175 0.7 0.075 633~15!
2 0.0175 0.7 0.075 409~15!
3 0.0200 0.9 0.050 759~15!
4 0.0200 0.7 0.075 1640~15!
5 0.0200 0.7 0.075 1182~15!
6 0.0200 0.9 0.050 438~15!
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signal amplitude, and thus lower signal/noise ratios, further
reducing the accuracy of the measured signal.

III. RESULTS AND DISCUSSION

A. Laryngeal imaging

Videotaped images of laryngeal videostroboscopy of the
subject’s phonations at all eight phonatory conditions were
visually inspected with regard to glottal configuration and
vibratory behavior. It was concluded that all phonations were
produced with bilateral symmetry. The subject’s falsetto pho-
nations were produced with an elongated glottis without any
noticeable glottal gap at the vocal processes of the arytenoid
cartilages. Vocal fold contact during vibration was relatively
brief, but complete along the length of the membranous
folds. The entire arytenoid cartilage appeared to be adducted.

During chest register phonations, the vocal folds ap-
peared bulkier in mass and shorter in length. The amplitude
of vibration ~lateral excursion! was much greater than in fal-
setto phonations. In both speech phonation conditions~com-
fortable and loud intensities!, glottic closure was less firm at
the vocal processes. In some of these samples, a small pos-
terior glottal gap was evident. Closure along the glottal mid-
line during vibration was mostly complete and closed phases
were longer in chest voice than in falsetto.

B. Subglottal pressure

The subject’s subglottal pressures at speech conditions
~0.57 and 0.95 kPa! were within normal limits~Holmberg
et al., 1988!. His falsetto productions were associated with
subglottal pressures ranging from 0.79 to 2.36 kPa, which
are also within the range of subglottal pressures produced by
other tenors ~Titze and Sundberg, 1992! and baritones
~Sundberget al., 1999!. The linear correlation between SPL
and subglottal pressure, i.e.,excess pressure over threshold
(Ps2Pth) plotted in logarithmic units, is shown in Fig. 5~a!.
Data points are for all falsetto conditions~15 data points per
each of six conditions!. The correlation coefficient for the
regression line,R2, was 0.88. Thus, it appears that almost
90% of the variation in SPL in falsetto can be explained by
changes in subglottal pressure. The slope of the regression
line corresponded to an increase of 8.13 dB per doubling of
excess pressure over threshold, in agreement with the
8–9-dB increase in SPL predicted by Titze and Sundberg
~1992! for their nonfalsetto singers and speakers.

Titze and Sundberg~1992! have found that the effect of
F0 on threshold pressure becomes clear whenfractional ex-
cess pressure over threshold(Ps2Pth)/Pth @the term raised
to the 1

2 power in Eq.~4!#, is plotted against SPL. Data for
their tenor subjects separated into a vertical stack of three
nearly parallel lines, the increases in value of they intercepts
corresponding to higher phonation threshold pressures re-
quired by increasing fundamental frequency. Sundberget al.
~1999! found that data for two of their five baritone subjects
followed this pattern. When plotted as described above, the
data for all of their subjects resulted in linear regressions
with slopes ranging from 6.3 to 13.66. This corresponded to
increases in SPL from 4.37 to 9.47 dB per doubling offrac-
tional excess pressure over threshold.

Figure 5~b! shows the linear correlation between
fractional excess pressure over threshold(Ps2Pth)/Pth ,
plotted in logarithmic units, and SPL for our countertenor
subject. The data follow the pattern predicted by Titze and
Sundberg~1992!. The slopes of the three lines were 8.35,
9.56, and 11.44 for the 466, 359, and 262-Hz falsetto condi-
tions, respectively. This corresponded to increases of 5.79,
6.63, and 7.93 dB per doubling of (Ps2Pth)/Pth , well
within the range of increases found by Sundberget al.
~1999!. Since (Ps2Pth)/Pth determines the amplitude of vi-
bration of the vocal folds~Titze and Sundberg, 1992!, it is
expected that it also determines the SPL and the peak flow.

C. Glottal adduction and airflow

Open quotients associated with falsetto phonation~ob-
tained by model matching! for the subject varied only be-
tween 0.848 to 0.865~Fig. 6!. This is a surprisingly low

FIG. 5. ~a! Sound-pressure level versus excess pressure over threshold, fal-
setto pitches.~b! Sound-pressure level versus fractional excess pressure over
threshold, falsetto pitches.
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variation, given that, in general, this measure can range from
0.2 in pulse phonation to 1.0 in breathy phonation~Timcke,
von Leden, and Moore, 1959!. It may be that the subject
intentionally avoided using changes in glottal adduction and
thereby stabilized the open quotient, in order to keep the
timbre constant. Another possible interpretation is that he
was not willing to risk an involuntary register transition
~‘‘cracking’’ ! into the heavier chest register. A register tran-
sition was certainly possible at two of the three falsetto pitch
levels ~low and medium!, which he could also produce in
chest register. A primary goal of some singers’ technique is
to keep the vocal timbre as stable as possible~for some mu-
sical styles!. Most likely, the stability of the glottal adduction
is related to that technical goal. The obvious outcome in this
singer was that adduction~glottal valving! did not contribute
to changes in SPL.

Both peak flow and maximum flow declination rate ap-
pear to be strongly related to vocal intensity~Figs. 7 and 8!.
This has been repeatedly observed~Holmberget al., 1988;
Stathopoulos and Sapienza, 1993a,b; Sundberg, Titze, and
Scherer, 1993; Sundberget al., 1999!. Three possible strate-
gies for increasing the maximum flow declination rate have
been pointed out by Sundberget al. ~1993!. The first is in-
creasing peak flow, i.e., raising the amplitude of the glottal
pulse by increasing subglottal pressure. This was the primary
strategy used in the falsetto phonations by the singer subject
in this study. The second strategy for change in maximum
flow declination rate is to decrease the open quotient, which
raises the energy of the higher-frequency partials. This
mechanism was not used by the countertenor subject, as dis-
cussed above. The third strategy is to change the acoustic
load of the vocal tract. WhenF0 is belowF1 , the vocal tract

offers an inertive load, which causes the glottal waveform to
skew significantly to the right, or towards the moment of
closure ~Rothenberg, 1981!. A deliberate narrowing of the
epilaryngeal tube in the relation to the pharynx can raise the
inertance and create greater skewing~Rothenberg, 1981;
Titze and Story, 1997!. The flow waveforms of this subject in
this study tended to have relatively small amounts of wave-
form skewing~Fig. 4!, suggesting that this mechanism was
also not used.

D. Formant tuning

The relationship between formant frequencies of the vo-
cal tract and harmonic frequencies of the source was exam-
ined in order to assess the use of formant tuning by the
subject, i.e., the intentional adjustment of formant frequen-
cies to approach or coincide with a harmonic. Each of the six
falsetto pitch/loudness conditions was examined for the pres-
ence of any instances where the first or second formant was
very close to~or coincided with! a source harmonic. When
the frequency of the first or second formant fell within 40 Hz
of a spectral harmonic, this was considered as a possible
instance of formant tuning~Sundberg, 1993!. Figure 9 illus-
trates the changes in formant frequencies (F1 andF2) from
speech phonation~produced in chest register! at comfortable
loudness to phonation at B-flat4 ~466 Hz!, on the vowel /Ä/.
The frequencies of voice source harmonics are represented
by vertical and horizontal grid lines. Each point on the figure
represents, simultaneously, the location of the frequency of
the first formant~in the horizontal dimension! and of the

FIG. 6. Open quotient versus sound-pressure level, falsetto pitches.

FIG. 7. Sound-pressure level versus peak flow, falsetto pitches.
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second formant~in the vertical dimension!. Changes in the
position of a data point towards a grid line would represent a
tuning effect. A change in position towards the intersection
of two harmonic lines represents a double tuning effect. It is
seen that no specific tuning was sought by the subject. This
was somewhat surprising to us because it would seem that
the countertenor would benefit from some formant tuning,
given that the production is oriented toward boosting the
fundamental rather than higher harmonies.

Only two of the six falsetto conditions met the criterion
of a harmonic being within 40 Hz of a formant. These two
cases do not strongly support the notion of any systematic
and intentional use of formant tuning, at least for the vowel
/Ä/. Perhaps for this vowel, intentional formant tuning would
entail significant downward migration ofF1 andF2 , which
would result in perceivable vowel distortion and perhaps vo-
cal timbre changes.

It was not possible to test the effect of formant tuning
comprehensively within the limitations of the current study.
To do so would have required formant data for several vow-
els spanning the pitch and loudness range of the falsetto reg-
ister. Risks associated with radiation exposure during EBCT
imaging did not allow for the collection of additional vowel
data. If formant tuning were to be used as an intentional
strategy to increase vocal intensity in high-pitched falsetto
phonation, one might expect that it would be similar to for-

mant tuning in the soprano voice, as described by Sundberg
~1975!, wherebyF1 would be adjusted to be slightly greater
or equal toF0 . Both the soprano and the countertenor pro-
duce phonations with a relatively steep spectral slope~few
harmonics!, so that reinforcement of the fundamental with
the first formant may not risk destabilizing the spectral bal-
ance. A systematic evaluation of formant tuning would re-
quire the acquisition of formant information~via imaging!
for vowels in whichF1 is normally lower thanF0 , e.g., /i/
and /u/, which would provide a plausible acoustic context in
which F1 could migrate towardsF0 . This must be left for a
subsequent study.

IV. CONCLUSIONS

Computer models of phonation have grown in both flex-
ibility and sophistication, making increasingly detailed
analysis by synthesis feasible in singing research. This is
particularly useful when there is significant nonlinear inter-
action between the source and the resonator, such that linear
inverse filtering is suspect. The present study has shown that
analysis by synthesis was fruitful for the study of intensity
control in falsetto phonation of a trained countertenor. Our
findings were as follows:~1! Subglottal pressure accounted
for almost 90% of the variation in SPL in falsetto phonation.
~2! Glottal adduction, measured in terms of the open quotient
of the modeled glottal flow pulse, did not change signifi-
cantly in these falsetto phonations, and thus, did not affect
vocal intensity.~3! Formant tuning, or coincidences between
harmonics and formants, occurred in only two out of the six
possibilities for the vowel /Ä/. These cases did not support
systematic use of formant tuning in countertenor singing, but
our results were not comprehensive enough to include the
critical vowels /u/ and /i/.

FIG. 8. Sound-pressure level versus negative peak flow derivative~maxi-
mum flow declination rate! for falsetto pitches.

FIG. 9. Formant trajectories inF1–F2 space, for the vowel /Ä/ as it migrates
from speech to falsetto singing.
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Although the results of this study are based on data from
a single subject, they may be generalizable to the use of
falsetto in voice therapy and in the training of the singing
voice. In particular, the strategies used for intensity control
do not differ much from those used in other phonation types,
yet the mechanism is not vocally abusive. Further studies are
needed to examine intraindividual and interindividual differ-
ences in vocal intensity control strategies, not only to acquire
a better understanding of the relevant mechanisms, but also
to guide clinical practitioners and voice teachers in the use of
falsetto voice in their work.
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Molecular imaging contrast agents specifically detect the biochemical ‘‘signatures’’ of disease
before anatomical manifestations are apparent. Sensitive and specific localization of fibrin bothin
vivo and in vitro has been demonstrated with the use of a ligand-directed liquid perfluorocarbon
nanoparticle. Since the acoustic properties of perfluorocarbons are known to vary with temperature,
it was hypothesized that temperature could be used to augment the magnitude of enhancement
imparted by targeted nanoparticles. Accordingly, the acoustic backscatter of two different substrates,
nitrocellulose membrane and human plasma clot, targeted by the nanoparticles was measured at
temperatures ranging from 27° to 47 °C in 5 °C increments. Classic avidin–biotin interactions were
utilized to couple biotinylated nanoparticles to avidin-conjugated nitrocellulose membranes.
Ultrasonic contrast enhancement of the nitrocellulose membrane at 25 MHz, measured by acoustic
microscopy, increased from 2.060.3 dB at 27 °C to 3.760.4 at 47 °C. In a similar experiment,
antifibrin nanoparticles bound to human plasma clots also exhibited temperature-dependent
ultrasonic signal enhancement ranging from 13.961.5 dB at 27 °C to 18.161.5 dB at 47 °C. The
increase in ultrasonic contrast enhancement measured was well described by a simple, acoustic
transmission line model with temperature-dependent impedance. These results suggest that
temperature-dependent changes in acoustic backscatter may be used to further differentiate tissues
targeted with site-specific nanoparticles from surrounding normal soft tissues. ©2001 Acoustical
Society of America.@DOI: 10.1121/1.1395584#

PACS numbers: 43.80.Cs, 43.80.Ev, 43.80.Qf, 43.80.Vj@FD#

I. INTRODUCTION

Molecular imaging is a promising new area of medical
diagnostic and therapeutic imaging that utilizes specific
ligand-targeted contrast agents to detect molecular markers
of disease.1 The overall goal of molecular imaging is
complementary to traditional clinical imaging techniques,
which detect pathologies that are clinically manifested by
adversely affecting either form or function of a specific organ
or system. Molecular imaging attempts to define the presence
of a disease by detection of molecular epitopes that cause
future pathological conditions. Because molecular markers
cannot be resolved with traditional clinical imaging tech-
niques, the use of new technologies such as targeted contrast
agents is necessary to aid and amplify detection.

Site-targeted ultrasonic contrast agents represent one
such construct that promises to increase the sensitivity of
molecular imaging for bothin vivo and in vitro applications.
Efforts to develop site-targeted ultrasonic contrast agents

have been employed in the past with varying degrees of suc-
cess. Most acoustic contrast agents that have been under de-
velopment can be divided into three categories: lipo-
somes,2–4 microbubbles,5–8 and nano-emulsions.9–11 Lipo-
somes are spherical bileaflet membrane vesicles produced
spontaneously by phospholipids in water. Multilamellar lipid
bilayers produced through a dehydration–rehydration pro-
cess can form internal vesicles within a liposome and lead to
increased acoustic reflectance.2–4 In the second approach,
microbubbles have been proposed for site-targeted modali-
ties in addition to their perfusion applications. Microbubbles
have been targeted towards thrombi,6,12 avidin-coated petri
disk,8 and activated endothelial cells.7 Other investigators
have examined the interaction of thrombus with site-targeted
agents. In particular, Ungeret al. have observed successful
binding of MRX-408, a bubble-based contrast agent, bothin
vitro and in vivo.6

The third approach for site-targeted ultrasonic contrast
agents involves nano-emulsions.9 We have developed a site-
targeted ultrasonic contrast agent which is a liquid perfluo-
rocarbon, lipid-encapsulated nanoparticulate emulsion
~;250 nm in diameter!. Previous studies by our laboratory
have shown that perfluorocarbon nanoparticulate emulsions

a!Author to whom correspondence should be addressed. Address for corre-
spondence: Cardiology Division, Campus Box 8086, Washington Univer-
sity School of Medicine, 660 S. Euclid Ave., St. Louis, MO 63110-1093;
electronic mail: greg@cvu.wustl.edu
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provide substantial enhancement when targeted towardsin
vitro and in vivo thrombi preparations.10,12,13In addition, the
binding characteristics have been further elucidated in a pa-
per by Hallet al. that describes the time evolution of ultra-
sonic enhancement due to the progressive binding of the con-
trast agent to a human plasma clot.14 The site-targeted
contrast system described in this paper utilizes a three-step
process which relies on~1! the binding of a biotinylated
antifibrin ~NIB 1H10! antibody15,16 to the substrate;~2! cir-
culating avidin as an intermediate step to bind to the biotin
molecules on the antibody; and~3! binding biotinylated con-
trast agent to the affixed avidin. This three-step approach was
used for its ease inin vitro experiments, although the authors
have recently shown the success of a single-step system that
binds an antibody directly to the contrast particle.11

The subject of this work is the potential enhancement of
the contrast based on the physical behavior of the nanopar-
ticles. In particular, we examine the temperature dependence
of enhancement from substrates targeted with a nanoparticu-
late emulsion. Previous work has described a physical model
for the enhancement observed from targeted nanoparticulate
emulsion.10 A simple, acoustic transmission line model is
dependent on the acoustic impedance of the contrast agent
that leads to varying acoustic enhancement from specific
substrates14 and with selection of perfluorocarbon.13,17 The
impetus for this study was the observation that the speed of
sound of perfluorocarbons is highly sensitive to
temperature,18 and therefore a small change in temperature
may significantly affect the acoustic impedance mismatch
between contrast agent and targeted substrate.

II. THEORETICAL MODELING

To explain the observed enhancement of ultrasonic scat-
tering from a surface targeted with the liquid nanoparticle
perfluorocarbon emulsion, a simple acoustic transmission
line model has been developed.10 This model attempts to
account for several experimental features of the contrast
agent: the poor intrinsic scatterer cross section for emulsions
in suspension and the observed marked increase in backscat-
ter when the contrast agent attaches to a substrate.

The incoming ultrasonic wave is modeled as a plane
wave approaching the interface provided by a substrate cov-
ered with a targeted contrast agent. The incoming wave
passes through a nonattenuating medium and then encounters
the contrast agent, which is modeled as a continuous thin
layer completely covering the substrate. The substrate is
modeled as having a thickness great enough to preclude any
internal reflections from interfering with the observed front-
wall echo. In this study, the experimental substrates consist
of plasma clots, as well as a nonbiological medium, a nitro-
cellulose membrane.

The reflection coefficient from the combined system can
be expressed as

r ~k!5r 121
t12t21r 23e

2ikd

12r 21r 23e
2ikd , ~1!

wherer andt are the complex amplitude reflection and trans-
mission coefficients, respectively, between water~1!, con-

trast ~2!, and substrate~3!, k is the wave number of the ul-
trasonic wave in the contrast layer, andd is the thickness of
the contrast layer. The typical thickness of a contrast layer
consisting of one covering of the substrate by the emulsion
particles is about 250 nm. The reflection and transmission
coefficients are functions of the complex impedance, and
therefore are primarily controlled by the density and speed of
sound in each material.

For the purpose of this paper, we examine the tempera-
ture dependence of reflection enhancement that is related to
the temperature dependence of the transmission and reflec-
tion coefficients. The observation that the speed of sound of
perfluorocarbons is highly dependent on the ambient tem-
perature implies that the acoustic impedance can be ex-
pressed as

Z~T!5r~T!n~T!, ~2!

so

]Z~T!

]T
5

]r~T!

]T
n~T!1

]n~T!

]T
r~T!, ~3!

whereZ(T) is the complex acoustic impedance,r(T) is the
mass density,n(T) is the speed of sound, andT is the tem-
perature. The temperature variation for the density of the
perfluorocarbon changes less rapidly than that of the speed of
sound. Previously published reports,18 for a selection of per-
fluorocarbons, describe a change of as much as 4% in the
density and 42% change in speed of sound as temperature
extends from room temperature to 25 °C above.

The reflection and transmission coefficients are ex-
pressed as

r ab5
Zb2Za
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2Zb
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where
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The expression above can be further simplified, if one of the
materials has a very weak dependence on temperature in
comparison to the other, by ignoring the second term. Com-
bining Eqs.~3! and ~5! shows the direct dependence of the
reflection and transmission coefficients on the temperature
dependence of speed of sound.

The enhancement provided by the layer of contrast agent
can be expressed in decibels as

Enhancement520 log~ uR~k!u/uR0u!, ~6!

whereR0 is the reflection coefficient of the substrate surface
without the contrast agent.

For the calculations shown in Figs. 3 and 6, we modeled
the contrast agent as a single layer~250 nm! bound to a
substrate with velocitiesvclot5vwater and
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vnitrocellulose5147 mm/ms;

densitiesrclot51.01 g/cm3

and

rnitrocellulose51.141 g/cm3.

The velocity of the perfluorocarbon was experimentally de-
termined at each temperature and the reported density of
1.73 g/cm3 was used. Figures 3 and 6 are further discussed in
the Results section.

III. METHODS

A. Sample preparation

1. Nitrocellulose

Flat nitrocellulose membranes were prepared for con-
trast binding with a diaminohexane spacer and activated with
glutaraldehyde for protein conjugation. Nitrocellulose discs
~2.5-cm diameter! were immersed in 1,6 diaminohexane
~2.5% w/v,pH 11.9! for 60 min under constant rotary agita-
tion. The membranes were next washed under constant agi-
tation for approximately 12 h in 1-M acetic acid followed by
12 h in ultrapure water with several changes of each me-
dium. The diaminoalkane-modified nitrocellulose mem-
branes were then exposed to 1% glutaraldehyde in 0.5 M
NaHCO3/Na2CO3, pH 10, for 15 min followed by a 3-h
wash in several changes of ultrapure water. The
diaminohexane-modified, glutaraldehyde-activated nitrocel-
lulose membranes were stored dry at 4 °C until use.

Avidin ~50 mg! dissolved in 0.1-M phosphate buffered
saline~PBS! ~pH 7.2–7.4! was placed onto the center of each
membrane with a microliter syringe and allowed to dry.
Next, each membrane was washed with three, 5-min changes
of PBS-0.1% Tween 20. Dehydrated milk powder suspended
in PBS-01% Tween 20 was used to block glutaraldehyde
activated protein binding sites left unoccupied after the ap-
plication of avidin for 20 min. Each protein was removed
with three 5-min isotonic, PBS washes.

Five nitrocellulose discs were utilized for exposure to
biotinylated perfluorooctane~PFO! particles. Control disks
were prepared by utilizing nitrocellulose membranes com-
pletely blocked as above.

2. Human plasma clots

Plasma clots were produced on nitrocellulose mem-
branes by combining human citrated plasma~375 ml! and
100-mM calcium chloride~25 ml! with three units of throm-
bin in a plastic mold placed on the membranes. The plasma
was allowed to coagulate slowly at ambient temperature and
then transferred to PBS until exposure to the control or tar-
geted contrast system.

Clots were then incubated with the biotinylated 1h10
antibody overnight in PBS in a 4 °C cold room under gentle
agitation. The clots were then rinsed and exposed to 100mg
of avidin under gentle agitation for 1 h at room temperature.
The clots were then rerinsed and ready for exposure to con-
trast agent in the manner described below in Sec. III B. Con-
trol clots ~n57!, not pretargeted with biotinylated antibody
or avidin, were exposed in identical manner to the biotiny-

lated contrast agent. Treated clots~n59! were exposed to the
biotinylated contrast agent which contained perfluorooctane.

B. Ultrasonic acquisition

A 25-MHz, spherically focused transducer~0.63-cm di-
ameter, 2.54-mm focal length, Panametrics V324! was
mounted on a gantry consisting of three orthogonal sleds.
The transducer was translated in a raster scan format by a
computer-controlled motion controller~Aerotech Unidex 12!
with 100-mm resolution. The pulses sent to the motor from
the motion controller were counted in a digital counter~Na-
tional Instruments PCI-1200! and then a trigger was gener-
ated for a digital delay generator~Stanford Research Systems
DG535!. The delay generator then sent a trigger for the
pulser~Panametrics 5900! and for the digitizing oscilloscope
~Hewlett-Packard 54510B!, as well as a delayed trigger for
the real-time digitizer~Tektronix RTD720A!. Traces repre-
senting the backscattered ultrasonic wave were captured on
the fly as the transducer was scanned over the surface of the
clot in a 68368 ~6.8 mm36.8 mm! grid at 100-mm resolu-
tion. The traces were then transferred from the real-time digi-
tizer to the controlling computer~Apple Power Macintosh
7300! over GPIB for image reconstruction and data storage.
Acquisition typically took about 4 min per scan.

The sample chamber consisted of a fully enclosed well
with an acoustic aperture to allow insonification of the
sample. The chamber was attached through two ports to sili-
cone tubing~Masterflex Platinum, i.d.51/8 in.! that allowed
perfusion of the contrast agent over the sample. A roller
pump ~Masterflex, Cole-Parmer, Inc.! was used to drive the
flow at a rate of 20 mL/min. The flow system was filled with
20 mL of 50-mM phosphate buffer. The sample chamber and
enclosed sample were positioned vertically so that no passive
settling of the contrast agent could occur. After initial loca-
tion of the sample, a bolus of 100mL of the contrast agent
was delivered through an injection port and ultrasonic moni-
toring was performed initially and after 60 min of exposure.
The chamber and tubing were then flushed with phosphate
buffer.

After confirmation of successful targeting of the contrast
agent by imaging, the temperature was varied in 5 °C incre-
ments from 27 °C to 47 °C using an immersion heater con-
trolled by a temperature regulator~DigiSense, Cole-Parmer,
Inc.!. The entire water bath was placed on top of a magnetic
stirrer plate to allow for adequate mixing and homogeneous
temperature distribution throughout the bath. At each tem-
perature point, the focus of the transducer was determined by
observing the reflection from a steel plate. The front wall of
the sample was then placed at the focus of the transducer.

C. Data analysis

The reflected ultrasonic signals were full-wave rectified
and used to render a peak-detected c-scan image so that a
user-defined region of interest could be drawn around the
clot or nitrocellulose sample. The signals representing the
reflection of the interrogating wave of ultrasound from the
surface of the sample were isolated with a rectangular win-
dowing function. The placement of the window was care-
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fully controlled in the case of the thin nitrocellulose samples
by an automatic algorithm that placed the end of the window
midway between the front- and back-wall echo of the nitro-
cellulose paper. The isolated signal was then fast-Fourier
transformed and the average power over the usable band-
width ~17 to 35 MHz, as determined by 10-dB down points!
was calculated in the logarithmic domain. This ‘‘integrated
power’’ was then sorted for all of the points in the region of
interest and the 100 brightest points were retained for analy-
sis. The integrated power determined at every point in the
scan was also used to render images of the change in ultra-
sonic enhancement of the clot. The frequency-dependent re-
flection enhancement was averaged for the 100 brightest
points and then normalized by subtracting the reflection en-
hancement for the control scan. This process was performed
for each sample.

D. Perfluorocarbon speed of sound

Speed of sound measurements were made for pure per-
fluorooctane liquid~bp 105 °C! at discrete temperatures by
placing 8 mL of solution in a sealed, vertically mounted
sample chamber. The back of the chamber consisted of a
stainless-steel reflector which extended past the fully en-
closed well to allow for water-path and sample-path mea-
surements. The chamber was mounted so that the stainless-
steel reflector was perpendicular to the insonifying beam.
The times of flight from the transducer to front wall of the
chamber and from the transducer to the stainless-steel plate
were determined for nine independent locations over the
sample. The speeds of sound were then averaged together for
each temperature. The temperature was changed by 2-deg
increments from 25° to 47 °C by heating the surrounding
water bath and allowing time for the sample to reach equi-
librium ~typically 20 to 25 min!. Because of the mounting of
the chamber, any gas was trapped at the top of the chamber
and outside of the insonifying path. Speed of sound was
calculated using a previously published algorithm.19

IV. RESULTS

Speed of sound measurements are summarized in Fig. 1.
As has been previously reported for liquid perfluoro-

carbons,18 the speed of sound decreases with increasing tem-
perature. A simple linear fit ~i.e., Vpfo522.872T
1645.4, R250.99) to the data is shown through the data
points. Using this fit, the speed of sound for perfluorooctane
is 574 m/s at 24.7 °C, which is in good agreement with pre-
viously published results,17 579 m/s. The change in speed of
sound over the measured temperature range is 63 m/s or
10.9%.

Figure 2 demonstrates the change of ultrasonic reflected
power with temperature for targeted and control nitrocellu-
lose membranes. The membranes have been spotted with a
single drop of avidin resulting in the almost perfectly circular
feature. The picture shows the change in reflected enhance-
ment for the transition from the baseline temperature of
27 °C to each individual temperature point. Darker areas rep-
resent areas of larger changes in enhancement and can be
seen to increase substantially for targeted nitrocellulose in
comparison to the control nitrocellulose.

The 100 brightest sites for each nitrocellulose membrane
sample were selected to determine the average frequency-
dependent reflection enhancement. Each curve was then nor-
malized to the respective reflection enhancement from the
control nitrocellulose membrane at the same temperature.
The progressive increase in ultrasonic backscatter enhance-
ment with temperature is further quantified in the top panel
of Fig. 3 with the bandwidth~17 to 34 MHz! limited average.
The theoretical model described in Sec. II was used in con-
junction with the experimentally determined speeds of sound
to predict the reflection enhancement. These predictions are
presented in the bottom panel of Fig. 3. The predicted trends
are in good agreement with the experimental results, demon-
strating increasing enhancement with increasing temperature.

The inherently poor echogenicity of the native human
plasma clots is shown in the left portion of Fig. 4. The figure
illustrates two images of the integrated reflected power of a
plasma clot before and after delivery of the contrast agent,
with the gray scale representing a logarithmic depiction of
the reflection enhancement. Darker areas on the right picture
represent areas where the enhancement of the clot is in-
creased by the presence of site-targeted ultrasonic contrast
agent. The uneven nature of the acoustic enhancement is
discussed in the following section.

The same plasma clot depicted in Fig. 4 is also shown in
Fig. 5, where the gray scale now represents the change in
enhancement brought about by increases in temperature in

FIG. 1. Temperature dependence of the speed of sound for perfluorooctane.

FIG. 2. Difference in enhancement from 27 °C at specific temperatures for
specially prepared nitrocellulose membrane. Darker grays represent greater
changes in enhancement.
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5 °C increments from the 27 °C baseline. As in the case of
targeted nitrocellulose, targeted human plasma clots show
substantial increase in echogenicity with temperature while
the control clots~unexposed to contrast agent! show little
change over this temperature range. Figure 6 shows the re-
sults of the reflection enhancement for the 100 brightest sites
on the clots. The top panel shows the results of averaging
over the usable bandwidth of the transducer~17 to 34 MHz!.
A linear fit to this plot of reflection enhancement versus tem-
perature yields a correlation coefficient ofR50.99 and a
slope of 0.21 dB/C. The results for the theoretical predictions
are shown in the bottom panel of the figure.

To test for the reversibility of the temperature effect, two
samples were heated and then cooled and the reflection en-
hancement recorded for each temperature point. The ‘‘hys-
teresis’’ curves are plotted in Fig. 7. Within the error bars of
the measurements, the magnitude of enhancement was iden-
tical at each temperature, independent of the direction of
temperature change. This result suggests that the

FIG. 3. Top panel contains experimental results for the reflection enhance-
ment of nitrocellulose membrane~n55! over control~n55! at specific tem-
peratures. Bottom panel contains predictions from theoretical model.

FIG. 4. The gray scale represents the ultrasonic reflection from a human
plasma clot before~left panel! and after~right panel! targeting with contrast
agent. Darker gray sale represents larger reflection.

FIG. 5. Difference in enhancement from 27 °C at specific temperatures for
site-targeted human plasma clot. Darker grays represent greater changes in
enhancement.

FIG. 6. Top panel contains experimental results for the reflection enhance-
ment of human plasma clot~n59! over control~n57! at specific tempera-
tures. Bottom panel contains predictions from theoretical model.

FIG. 7. A hysteresis plot of the reflection enhancement from human plasma
clot as a function of temperature when heated~circles! and then cooled
~squared!.
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temperature-dependent enhancement is not due to an irre-
versible change to the contrast agent with temperature.

V. DISCUSSION

This report illustrates a novel approach to detection and
enhancement of molecular markers with the use of a site-
targeted ultrasonic contrast agent comprising a perfluorocar-
bon nanoparticle emulsion. We present evidence that the con-
trast enhancement from such an agent is sensitive to the
ambient temperature and may provide a useful means of dif-
ferentiating the contrast agent from the surrounding tissue.
Moreover, a mathematical model of backscatter behavior can
be applied to predict this effect and in fact was instrumental
in both the discovery and interpretation of the temperature
dependence of contrast enhancement with perfluorocarbon
nanoparticles.

One of the challenges confronting the use of site-
targeted contrast agents is the sensitive detection and differ-
entiation of the particles from the surrounding soft tissue.
Detection of pathological changes on or near vascular sur-
faces may be compromised because the targeted substrate
itself is echogenic or the signal from the surface may be
somewhat view- or angle dependent. Several techniques
have been developed to solve this issue. Second harmonic or
harmonic and power harmonic Doppler imaging attempt to
address this problem and allow differentiation of mi-
crobubbles in circulation from tissue.20–24However, soft tis-
sue may also exhibit a second harmonic backscattered signal.
Furthermore, the contrast agent may manifest velocities too
slow for the sensitivity of Doppler techniques. Unlike mi-
crobubbles, which have inherently high acoustic impedance
and resonant phenomenon responsible for enhanced back-
scatter cross section, the mechanism for increased reflection
enhancement from the site-targeted nanoparticle emulsion
has been postulated to be due to an increased acoustic im-
pedance mismatch at the target surface where particles bind
and accumulate.10

The intrinsic, acoustic impedance of the contrast agent is
dominated by the perfluorocarbon liquid encapsulated within
the nanoparticle. Previous reports from this laboratory have
shown that the magnitude of enhancement is dependent on
the type of perfluorocarbon chosen for the contrast agent and
is proportional to its acoustic impedance.13 The surface im-
pedance mismatch between surrounding soft tissue and the
contrast agent can be altered by careful selection of
perfluorocarbon13 or by adjusting the perfluorocarbon imped-
ance through external means.

One such approach is the subject of this study, namely,
changes in the temperature of the agent, which decreases the
speed of sound within the perfluorocarbon. Figure 1 illus-
trates speed of sound~and therefore acoustic impedance! de-
creases at a rate of roughly 2.9 m/s-C for perfluorooctane. A
proportional change in acoustic impedance occurs as a result
of this temperature dependence. Future examination of other
biologically safe perfluorocarbons may reveal even greater
temperature sensitivity.

The increased impedance mismatch between the bound
nanoparticles and the substrate that occurs with increased
temperature results in improved reflection enhancement from

targeted substrates~Figs. 3 and 6!. In comparison, the control
nitrocellulose and control human plasma clots both show
only a small change in reflected power as the temperature
increases. The targeted or enhanced substrates both exhibit
detectable changes in enhancement with as little as a 5 °C
change in temperature. The correlation between contrast en-
hancement and temperature for nitrocellulose~R50.95! and
plasma clot~R50.99! is excellent. Figures 2 and 5 quantify
the changes in reflection enhancement as a function of tem-
perature. Overall, the increase in enhancement is 0.08 dB/C
for nitrocellulose and 0.21 dB/C for plasma clot.

An experiment was added to the study to test for the
hysteresis of the reflection enhancement effect with tempera-
ture. In this experiment, we sought to determine if heating
the site-targeted contrast agent caused an irreversible change
in its composition. The results of Fig. 7 suggest that this is
not the case, as the associated enhancement is reproducible
whether the sample is being heated or cooled. Any phase
change from a lipid-encapsulated liquid perfluorocarbon
nanoparticle to a gaseous microbubble would be associated
with a substantial increase in volume that could lead to leak-
age or disruption of the lipid shell. Such a change in the shell
would be irreversible and might lead to an inability of the
microbubble to remain bound in flow conditions. The fact
that the same reflection enhancement is obtainable for the
sample as it is either heated or cooled argues that such an
irreversible change is unlikely. Thus, we propose that the
nanoparticles should be sufficiently stablein vivo for pur-
poses of contrast enhancement that employs local heating
effects.

The model outlined in Sec. II of this paper describes an
approximation to the experimental setup. The contrast agent
is modeled as a confluent layer of perfluorocarbon covering a
flat substrate, which may not exist perfectly under physi-
ologic conditions. Nevertheless, the simple model success-
fully predicts the overall trend for the enhanced reflectivity
after binding to a specular surface. The acoustic transmission
line model predicts an increase in enhancement by 3.7 dB for
nitrocellulose and 19.3 dB for plasma clot at 47 °C. These
values compare with the experimentally determined values
of 3.7 and 18.1 dB for nitrocellulose and clot, respectively.

While the change in enhancement with temperature cor-
relates well with theoretical predictions, the overall magni-
tude is slightly different for the predicted enhancement than
that measured by experiments. Several possible factors may
play a role in this small discordance. It is possible that the
emulsion particles do not form a single confluent layer, but
may instead form a partial layer that possesses acoustic pa-
rameters combining the surrounding medium and perfluoro-
carbon. This combination may have further increased acous-
tic impedance and therefore result in enhancement lower
than the model might predict. A second consideration is that
the physical properties used for the initial acoustic imped-
ance of clot and nitrocellulose are not completely accurate.
For the purposes of this paper and previously published re-
sults, we have used an estimation of the speed of sound and
density of human plasma clots that is consistent with the
reflection measured from unenhanced clot. Third, the first
term in Eq.~3! is ignored, because we did not measure the
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density variation of perfluorooctane as a function of tempera-
ture. A fourth consideration is partial phase conversion of the
perfluorocarbon core with elevated temperature. Since the
temperatures applied are less than half the boiling point of
perfluorooctane~bp 105 °C!, it is unlikely that any acousti-
cally significant conversion of fluorocarbon liquid to gas oc-
curred during this study. Recent data from our laboratory
demonstrate that the acoustic attenuation profile of nanopar-
ticles increases linearly with frequency as expected and is
unaffected by changes in ambient pressure, mechanical in-
dex, duration of the acoustic pulse train, etc. as opposed to
microbubbles, which are very sensitive to all of the above
conditions~Hughes, unpublished!.25

Whereas it is clear that the scattering cross section of a
single microbubble exceeds that of a single emulsion nano-
particle, the use of microbubbles may be associated with
potential drawbacks for some molecular imaging applica-
tions. Unlike nanoparticles, which by virtue of their size and
stability have a circulatory half-life in excess of 1 h, mi-
crobubbles have a short circulatory half-life that diminishes
the time available to localize and adequately bind to molecu-
lar epitopes. In contradistinction to nanoparticles, conven-
tional microbubble contrast agents are much more suscep-
tible to destruction at typical clinical imaging frequencies
and energies, which may limit the opportunity for thorough
characterization targeted pathologies. Implementation of
stiffer bubble shells may improve circulatory longevity and
resistance to insonification destruction but also could alter
particle scattering characteristics. However, increasing mi-
crobubble shell stability may increase the persistence of the
contrast agent within the blood pool and concomitantly de-
crease the relative contrast between the blood pool and site-
targeted pathology. Nanoparticles are inherently non-
echogenic in circulation until bound, overcoming the high
scattering limitation of microbubbles, diminishing the poten-
tial for false-positive results, and markedly increasing their
contrast-to-noise ratio.

A potential limitation for clinical utilization of this
method is that human tissue is reported to undergo nonre-
versible adverse changes after prolonged exposures to tem-
peratures above 43 °C. Studies on the effects of hyperthermia
report significant tissue damage after exposure for minutes at
temperatures exceeding 43 °C.26,27 The authors are not cur-
rently aware of any reported effects of short time exposures
to temperatures above normal body temperature. In a future
application of this technology we foresee the bound nanopar-
ticles as ‘‘acoustic beacons’’ that can be identified and seg-
mented in the displayed image by their rapidly changing ul-
trasonic response to brief~i.e., microsecond! focused heating
pulses. Further research will be required to determine the
rates of temperature change versus the ultrasonic pulse ap-
plied as well as experiments to resolve the challenge of ad-
justing for shifting focus of an ultrasonic transducer due to
the altered speed of sound in tissue with increased
temperature.28,29

The results presented in this paper ultimately might be
useful for differentiating acoustic contrast agents bound to
molecular markers from the surrounding tissue. Such an im-
aging system might use the backscattered information of two

different temperatures to construct a ‘‘difference’’ image
similar to those in Figs. 2 and 5. The specific approach to
heating tissue locally remains to be developed, but ultra-
sound itself is clearly one of the best candidates to accom-
plish this task. In our opinion, this approach has the potential
to facilitate differentiation of materials according to the tem-
perature dependence of their intrinsic acoustic impedance.
The contrast agent used in this study, targeted perfluorocar-
bon nanoparticles, exhibits a dramatic change in speed of
sound with temperature and acoustic impedance and there-
fore is an excellent candidate for improving the sensitivity of
molecular imaging with ultrasound imaging methods.
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Localizing cavitation to the kidney stone in extracorporeal shock wave lithotripsy may be desirable
since cavitation appears to play a major role in both stone comminution and renal tissue damage. A
method has been developed to localize and intensify cavitation damagein vitro. Cavitation fields in
water were filmed with a high-speed digital video camera. In a conventional lithotripter~CL!, the
shock wave produced by a single source creates a 2310 cm cylindrical cloud of bubbles in water.
Bubbles in the CL field collapse simultaneously along the focal axis to produce a nearly uniform
1-mm38-cm line of pits in 25-mm-thick aluminum foil. Our dual-pulse lithotripter~DPL! uses two
shock wave sources, facing each other, confocal, and triggered simultaneously to create a 4
35 cm cylindrical cloud of bubbles that collapse over a range of times and strengths such that the
greatest pit damage on foils is contained within a few square millimeters of the focus. The time for
bubbles to grow and collapse was measured with a focused hydrophone and compared with
calculations based on the Gilmore equation. Pressure doubling due to synchronous arrival of the two
pulses at the focus created increased bubble growth and increased foil pit depth. Asynchronous
timing between the two pulses elsewhere in the DPL field resulted in disruption of radial dynamics
and negligible pitting to foils. Translation of bubbles was also investigated, both numerically and
experimentally. While net translation was calculated to be,0.3 mm in all cases, the rapid
acceleration of bubbles in a small region may contribute to their premature destruction in that
region. Overall, radial dynamics were found to be largely responsible for the observed pattern of
cavitation in the dual-pulse lithotripsy field. ©2001 Acoustical Society of America.
@DOI: 10.1121/1.1394221#

PACS numbers: 43.80.Sh, 43.80.Gx, 43.25.Yw@FD#

I. INTRODUCTION

Extracorporeal shock wave lithotripsy~ESWL! has been
in clinical use worldwide since the mid-1980’s. While still a
favored and apparently low-risk method for treating renal
calculi, ESWL may actually result in considerable renal tis-
sue damage.1,2 Many patients, including those who have re-
curring stones, pediatric patients, and those who already
have compromised renal function, may be particularly at risk
for permanent damage from lithotripsy treatment.3,4 Acoustic
cavitation—the violent growth and collapse of bubbles in-
duced by sound waves—appears to play a major role in both
stone comminution and renal tissue damage. We have devel-
oped a method for localizing and intensifying cavitation
damage with the goal of increasing the rate of stone fragmen-
tation while decreasing damage to surrounding tissue. This
article reports measurement of localized and intensified cavi-

tation activity and includes calculations indicating that
changes in radial bubble dynamics largely account for both
localization and intensification.

When cavitation bubbles collapse near a rigid surface,
they may generate high-speed liquid jets directed toward the
surface.5–9 Using various real and artificial stone targets, sev-
eral investigators10–13have demonstrated that such cavitation
microjets play a significant role in renal stone fragmentation
during shock wave treatment. Destructive interactions also
occur between shock-wave-induced cavitation bubbles and
cells or tissue. A collapsing bubble may radiate shock
waves14,15 and even generate free radicals,16 and a rapidly
expanding bubble may generate shear fluid flow,17 all of
which may contribute to tissue damage. Usingin vitro cell
suspensions and cell cultures, several researchers have re-
ported a strong correlation between cavitation activity and
cell damage.13,18–20Kodama and Tomita21 used a gelatin sur-
face as anin vivo model to study bubble dynamics. While
cautioning that specific mechanisms are tissue dependent,a!Electronic mail: dsokolov@apl.washington.edu
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Kodama and Tomita reported that oscillatory bubble motion
and liquid jets both contribute to tissue damage.

Several investigators have developed experimental
methods to modify the shock-wave-induced cavitation field.
Lewin et al.22 and Tavakkoli et al.23 built a piezoelectric
shock wave generator that made it possible for them to ma-
nipulate the shape of the waveform and measure correspond-
ing changes in cavitation-induced bioeffects. Bailey
et al.24,25 built a pressure-release reflector to reverse the or-
der of the positive and negative components of the waveform
while maintaining the same peak pressures, thereby produc-
ing significant changes in cavitation dynamics. Delius
et al.,26 Bailey,27 Prieto and Loske,28 Huber et al.,29 and Xi
and Zhong30 all varied shock wave pulsing sequences to
modify cavitation events. Indeed, some of these studies re-
port improved stone fragmentation,28,30 or, conversely, sub-
stantially decreased cavitation damage.25 However, all of the
methods mentioned here appear to affect the cavitation field
uniformly; while cavitation damage may be intensified or
mitigated, there has been no report of localization by these
methods.

We demonstrate that two confocal shock wave sources,
facing each other and fired simultaneously, both localize and
intensify the cavitation damagein vitro. The Gilmore
equation31 was used to examine the cavitation dynamics for
the dual pulses. Maximum bubble radius, bubble collapse
time, and the acoustic pressure of shock waves radiated upon
bubble collapse were calculated for positions along the focal
axis by inputing a dual-pulse sequence with the appropriate
interpulse delay for each position. Similarly, translational
displacement and velocity were calculated using the equation
for conservation of momentum. Experiments were carried
out with electrohydraulic shock wave sources. High-speed
photography, acoustic detection, and pitting on thin alumi-
num foils were used to measure maximum bubble radius,
bubble collapse time, and pit depth, respectively. Relative
changes in numerically and experimentally determined val-
ues for maximum bubble radius and bubble collapse time are
compared.

Only radial motion of the cavitation bubbles and pri-
mary radiation~Bjerknes! forces are addressed in these stud-
ies. Results indicate a high correlation between radial mo-
tion, both calculated and observed, and the pattern of
cavitation and cavitation damage observed in the dual-pulse
field. Bubble–bubble interactions, fluid momentum associ-
ated with acoustic streaming, and shock wave reflections
might also contribute, but were not studied here.

II. NUMERICAL METHODS

The Gilmore equation31 was used to calculate radial
bubble dynamics and the equation for conservation of mo-
mentum was used to calculate bubble translation for multiple
locations in the dual-pulse cavitation field. Both models con-
tain the following assumptions:

~i! A single bubble exists in an infinite medium~water!.
~ii ! The bubble remains spherical at all times.
~iii ! Conditions are spatially uniform inside the bubble.

~iv! The initial bubble radius~3–30mm! is much less than
the pulse length of the acoustic excitation.

~v! Bulk viscous effects can be ignored.
~vi! The bubble is initially at equilibrium.
~vii ! The air within the bubble behaves as an ideal gas.
~viii ! Radial bubble motion is unaffected by bubble transla-

tion.
~ix! Dual pulses obey the principle of linear superposition.
~x! Bubble translation occurs only parallel to the focal

axis.

The single bubble assumption can be challenged at the
center of the dual-pulse field, where high-speed photographs
reveal densely packed cavitation activity and some bubble
agglomeration. Furthermore, while the first shock wave nor-
mally encounters a bubble in the micron-size range, the sec-
ond shock wave may encounter a bubble that has already
grown to tens or even hundred of microns. While this new
‘‘initial’’ bubble radius is still much smaller than the pulse
length of the acoustic excitation, it may not be smaller than
the shock thickness; hence the bubble may be subject to
nonuniform compression or expansion.32 However, in most
cases, the assumption of bubble sphericity is based on ex-
perimental results, as discussed later. Linear superposition of
dual pulses was also confirmed experimentally, as discussed
later. Although much simpler than the clinical case, these
models have been used extensively in lithotripsy and medical
acoustics and have held up extremely well.15,27,32,33

A. Radial bubble dynamics

The radial response of a bubble in water, driven by a
single lithotripter pulse or two pulses with increasing inter-
pulse delaytd , was numerically calculated from the Gilmore
equation for bubble dynamics,31 as described by Church:15
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whereR is the bubble radius,Ṙ5dR/dt is the velocity of the
bubble wall, R̈5d2R/dt2 is the acceleration of the bubble
wall, C is the speed of sound in the water at the bubble wall,
andH is the difference between the enthalpy in water at the
bubble wall relative to the enthalpy in the water far from the
bubble. The terms on the left side of Eq.~1! are inertial terms
and those on the right side represent work done on the
bubble by acoustic pressure. Pressurep and densityr of the
water are related by a modified Tait equation,34,35

p5A~r/r0!m2B, ~2!

where A5c0
2r0 /P0m, B5A21, and m57 are empirical

constants, andr0 is the equilibrium density of the liquid.
Included in the approximation is the assumption of isentropic
liquid flow; however, in lithotripsy, the approximation is pre-
sumed inaccurate for the short time periods when pressure in
the liquid exceeds 104 MPa.15 The modified Tait equation is
used to calculate the enthalpy,
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wherec05AmAr0 is the linear sound speed of the liquid,p`

is the pressure of the liquid far from the bubble, andp(R,t)
is the pressure of the liquid at the bubble interface.

Diffusion of gas across the bubble wall was calculated
from the zeroth-order solution to the diffusion equation,36

which gives the instantaneous number of moles:

n5n024~pD !1/2E
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t

F~t8!~t2t8!21/2dt8, ~5!

where D is the diffusion constant andn0 , whose value is
dependent on other initial conditions, is the number of moles
of gas initially present in the bubble. The terms in the inte-
gral and the solution technique are fully described by
Church.15

The sound radiated into the water by the pulsating
bubblePr can be calculated using an approximation made by
Akulichev37 and described by Church:15
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whereA, B, andm are constants of the Tait equation andG
5R(H1U2/2). Maximum pressure radiated by the bubble
Prm , calculated for a distance of 1 cm from the center of the
bubble, was used as an indicator of the strength of a spherical
collapse. Finite-amplitude propagation losses were not in-
cluded in this calculation. While neglecting such losses may
have affected the absolute values calculated forPrm , it is
unlikely to have affected relative values, as reported here.
Maximum radiusRmax and bubble collapse timetc were also
used as quantitative descriptors of cavitation activity.

The numerical code was implemented in Fortran, using a
fourth-order Runga–Kutta routine. Either measured or ana-
lytical waveforms were used in the analysis. For the analyti-
cal waveforms, the equation was the same as used by
Church:15

P52KPae2ar~12ebt!cosS 2p f t1
p

3 D , ~7!

with K51.1, decay constanta59.131025 s21, frequency
f 583.3 kHz, andPA540 MPa unless otherwise noted. As
described later, measured waveforms and delays were deter-
mined experimentally by hydrophone measurements along
the focal axis of the lithotripters. Numerical results with two
measured or two analytical shock waveforms were similar
when normalized to a single pulse of the same type. Unless
otherwise noted, numerical results presented are for the mea-
sured pulses seen at the bottom of Fig. 1. To generate each
dual-pulse waveform used in calculations, the single mea-

sured pulse was added to itself with the appropriate time
delay.

The values used for the physical constants are as fol-
lows: c051485 m/s, r051000 kg/m3, P051.0133105

N/m2, D52.4231025 cm2/s, s570 dyn/cm, m50.001
Pa•s, andh5g51.4.

B. Bubble translation

The radiation force on a bubble subjected to a single
shock wave or two oppositely traveling shock waves was
calculated for different positions in the dual-pulse lithotripsy
field. The waveforms and bubble sizes were the same as used
to calculate radial dynamics. The translation of a bubble in
the direction of shock wave propagation is estimated using
momentum conservation in one dimension, as described by
Watanabe and Kukita:38
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wheremb andV are the mass and volume of the gas inside
the bubble,z is the distance along the reflector’s focal axis,
ub5dz/dt is the translational velocity of the bubble,ur

5ub2ul is the relative velocity between the bubble and the
liquid, A is the projected area of the bubble, andCd is the
drag coefficient. The velocity of the liquid,uI is calculated
by
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where psw1 and psw2 are the time dependent shock wave
pressure profiles for pulses 1 and 2, respectively. The drag
coefficient is expressed in terms of the Reynolds number:

Cd527.0 Re20.78, ~10!

where the Reynolds number is defined by

Re5
2r0urR

m
. ~11!

The force on the bubble, given by Eq.~8!, was numeri-
cally integrated to determine bubble velocityub and position
d as a function of time. The drag coefficient given in Eq.~10!
was proposed by Crum39 as a best fit to measurements on
oscillating air bubbles translating through liquids. Crum’s
measurements were made up to a Reynolds number of 200.

FIG. 1. Schematic diagram of dual-pulse lithotripter. Electrodes at F1 of
confocal ellipsoidal reflectors are simultaneously triggered to produce op-
posing shock wave pulses propagating toward F2. The waveforms illustrated
here were measured at the focus of a single reflector.
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Eller and Flynn40 calculated that rapidly translating bubbles
remain stable, approximately in the shape of an oblate spher-
oid, for a wide range of conditions. In fact, they predicted
stability for a relative bubble velocity of up to 50 m/s for 0.1
mm bubbles, which is equivalent to a Reynolds number of 10
in water, well within the range of Crum’s analysis. The maxi-
mum Reynolds number in this analysis exceeds 10 by several
orders of magnitude, sometimes predicting bubbles velocities
of up to 1010m/s. Given Eller and Flynn’s prediction for
shape stability of translating bubbles, and extrapolating their
analysis to the minimum bubble radius in our own analysis,
we assumed bubble destruction if relative bubble velocity
exceeded approximately 100 m/s at any time before the in-
ertial collapse.

Numerical computation of bubble translation was imple-
mented in Matlab~Mathworks, Natick, MA! using a fourth-
order Runga–Kutta routine. First, as previously described,
values for R and Ṙ were calculated using Eq.~1!. These
values were subsequently used in the radiation force calcu-
lations, maintaining the same acoustic pressure distributions,
initial bubble sizes, and physical constants previously de-
fined.

III. EXPERIMENTAL METHODS

A. Overview

All experiments were conducted with electrohydraulic
shock wave sources modeled after that of the Dornier HM3
clinical lithotripter ~Dornier Medical Systems, GmbH!. Fig-
ures 1 and 2 illustrate the main components of the dual-
reflector lithotripter, including a water bath, spark sources
consisting of high-voltage capacitors and underwater elec-
trodes, and brass reflectors. Each spark, generated with refur-
bished Dornier electrodes~Service Trends, Kennesaw, GA!,
produces a spherically diverging pressure wave at the inter-
nal focus, F1, of the ellipsoidal reflector. This wave reflects
from the ellipsoidal surface and converges at the external
focus, F2.

Three techniques were used to measure and record cavi-
tation activity: high-speed digital photography, passive cavi-
tation detection, and pitting in thin aluminum foil. Analyses
were carried out primarily for bubbles at various positions
along thez axis. To differentiate measured from calculated
variables, measured variables are labeled with an asterisk.

B. Water bath

The water bath is contained in an acrylic tank with a
width of 59 cm and length of 95 cm. The bottom of the tank
has a slant of 14 degrees, similar to that of the Dornier HM3.
To simplify positioning of the two reflectors, an acrylic shelf
was built to create a horizontal surface on the bottom of the
tank. The reflectors sit on acrylic bases approximately 7 cm
in height and the water level for experiments was 0.5 cm
above the top surface of the reflectors.

A water-degassing system is incorporated into the re-
search lithotripter, as described by Cleveland.41 Gas content
was measured with a model 51B oxygen meter~YSI, Incor-
porated, Yellow Springs, OH!. Before each experiment, the
water was partially degassed to 3–4 parts per million of O2.
Due to the design of the filtering and degassing system, as
well as the large volume and exposed surface area of the
water tank, it is not possible to completely degas the water or
to keep out all particulate matter that may trap cavitation
nuclei. Conductivity of the water was maintained at 600
mS/cm and tested with a Model EP water conductivity meter
~Myron L. Company, Carlsbad, CA!.

C. Spark sources and reflectors

Figures 1 and 2 illustrate some of the main components
and configuration of the dual-pulse lithotripter. Two ellipsoi-
dal brass reflectors were positioned on the horizontal shelf
such that their major axes were collinear, with a common
external focus F2. Each reflector was part of a system con-
sisting of the reflector, an electrode, a pair of 40-nF low-
inductance capacitors and a nitrogen-enclosed spark-gap
switch ~EG&G, Princeton, NJ!. Both systems were con-
nected, through high-voltage diodes, to a high-voltage source
set at 18 kV for most experiments. Sparks from the two
electrodes were simultaneously triggered by a 10-V square
pulse, output by a function generator~model 33120A,
Hewlett Packard, Palo Alto, CA!, and sent in parallel to the
two spark-gap switches. As suggested by Colemanet al.42

each electrode was ‘‘burned in’’ with 150 sparks before use
and was replaced after 2000 sparks. Colemanet al. showed
that after electrodes were burned in, the pulse amplitude in-
creased 0.01%/3 sparks and there was no noticeable change
in wave shape.

One reflector is a Dornier HM3 reflector with dimen-
sions: major half axisa513.8 cm, minor half axisb
57.75 cm, and depth512.5 cm. The other reflector has the
same ellipsoidal dimensions and a depth of 13.5 cm, produc-
ing no measurable difference in waveform or amplitude.

D. Measurement of pressure wave forms

Axial waveforms from our conventional lithotripter
were previously measured by Baileyet al.24 They positioned

FIG. 2. Transverse view of dual-pulse lithotripter and instruments used in
imaging of cavitation fields with a high-speed video camera. Only one re-
flector is pictured here. The cavitation field is illuminated from the left, and
filmed from the right, through the acrylic walls of the tank. Photodiodes,
recording the sparks at F1, were used to trigger the camera as well as the
oscilloscope.
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a reference shock wave hydrophone~Sonic Technologies,
Hatboro, PA!, consisting of a 535 cm PVDF membrane
window held in a plastic cassette, along thez axis of a single
reflector. This hydrophone was calibrated, by the manufac-
turer, by substitution calibration with a NIST-traceable hy-
drophone. The geometric diameter of the sensitive element
on the hydrophone was less than 0.5 mm. Peak pressures
were averaged for ten measurements at each of several loca-
tions along thez axis. A peak positive pressure value of
approximately 40 MPa was found for a charging voltage of
18 kV. The duration of the positive spike is approximately 1
ms and the total pulse duration is approximately 4–5ms.
This waveform is in good agreement with those measured in
the HM3 by Coleman42 and Cleveland.41

A similar hydrophone was placed along thez axis of the
dual-pulse lithotripter to confirm that dual pulses, in terms of
waveforms and peak pressures, obey the principle of linear
superposition. That is, the fields from two coaxial, opposing
reflectors superimpose to produce an acoustic field that is
essentially twice the magnitude of that of a single reflector, at
the focus. Figure 3 demonstrates three measured waveforms:
a single pulse atz50, dual pulses atz50, and dual pulses at
z52 cm. These particular waveforms, while plotted here on
the same voltage scale, were not converted to a pressure
scale and not used in any calculations. The waveform in Fig.
3~b1! is clipped because the vertical scale on the oscilloscope
was set too small to capture the full positive peak. The posi-
tive peak pressure is less than twice the single pulse peak
pressure, and broader, because the positive peaks are;1 ms
in duration and the two pulses did not perfectly overlap in
this measurement. Negative pressure nearly doubles in value
from the single pulse to the dual pulses atz50.

E. Cavitation imaging by high-speed digital
photography

Cavitation at and around F2 was initially recorded with a
Kodak Ektapro 4540 high-speed digital camera~Eastman
Kodak Company, Rochester, NY! with frame rates as high as
18 000 frames per second. The main components of the
Kodak imaging system are included in Fig. 2. The camera
was triggered by the signal from a photodiode that recorded
the spark at F1. The cavitation field was illuminated with a
1000-W light bulb, either from behind or in front of the
cavitation field, relative to the camera. At the frame rate used
in these studies, the sensor displayed 643128 pixel images,
presented in 256 grayscale levels, with a field of view as
small as 236.7 cm2. Pixel size was.0.16 mm2. Images
were stored on VHS videocassette and digitized using a
video capture card on a Macintosh computer.

Cavitation fields were later recorded with an Imacon 200
high-speed digital camera~DRS Technologies, Cupertino,
CA! with interframe and exposure times both as low as 5 ns.
The camera and a flash lamp were triggered by a TTL signal
achieved by an analog to digital conversion of the current
discharge signal generated by a coil around the high-voltage
capacitor grounding cable. The field of view~FOV! used in
these experiments was as small as 0.4430.54 cm2. The Ima-
con camera had eight double-gated channels, allowing for
capture and storage of 16, 128031024 CCD pixel frames at

a time. Pixel size was.18 mm2. Images were stored on
CD-ROM for later analysis on a Macintosh computer.

Field of view was determined for each camera and lens
setting by imaging a ruler in the focal plane of the camera.
Given the known FOV for each image, maximum bubble
radii Rmax* were measured directly from the digitized images
viewed on a Macintosh Computer with Adobe Photoshop
~Adobe Systems, Inc., San Jose, CA!. Bubble density was
also determined from these images, using a volume defined
by the FOV and measured depth of the cavitation field.

F. Passive acoustic detection of cavitation

Cavitation collapse was also detected acoustically using
a passive cavitation detection~PCD! system. In this method,
cavitation was detected by measuring the shock waves emit-
ted during bubble collapse.32,33,43 The measurement trans-
ducer contains a concave piezoceramic sensing element with

FIG. 3. Numerical radius-time curves~right column! for corresponding rep-
resentative measured waveforms~left column! in regions A and B of the
dual-pulse cavitation field and for a single pulse atz50. R0 is 3 mm. In ~a2!,
a single shock wave pulse~a1! causes a bubble to grow to a maximum
radius of 246mm and collapse at 144ms. In ~b2!, two such pulses arrive
simultaneously~b1!, resulting in a maximum bubble radius of 440mm and
a bubble duration of 250ms. This corresponds to the case atz50. In ~c2!, a
bubble situated in region B experiences two pulses in quick succession~c1!.
The first 20ms of the trace in~c2! are expanded in~c3! to show that the
positive peak of the second pulse acts on the rapidly expanding bubble to
cause a premature forced collapse.
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a 200-mm radius of curvature, a 100-mm aperture, a 1.08-
MHz resonance frequency and a 3.9-mm full width half-
maximum focal diameter. The acoustic axis of the detector
was perpendicular to the focal axis of the reflector~s!. A high-
pass filter~model 3202, Krohn-Hite, Avon, MA! with a 300-
kHz cutoff frequency was used to remove the low-frequency
signal of the radial mode of the transducer. An oscilloscope
~Model TDS 744A, Tektronix, Inc., Beaverton, OR! with a 2
GS/s digitizing rate and a 500-MHz analog bandwidth was
used to acquire and digitize signals from the transducer. The
oscilloscope was triggered by the same TTL signal used to
trigger the Imacon camera, and a 180-ms delay was added
between receipt of the trigger and the start of data acquisi-
tion.

Collapse timetc* was defined as the time between re-
ceipt of the signal corresponding to the arrival of the lithot-
ripsy pulse at the focus, and receipt of the radiated pressure
signal from the collapsing bubble. Church and others15,25

have usedtc* as an indicator of cavitation intensity, with
increasingtc* corresponding to increasing collapse strength.
The PCD measurements were used to determine collapse
times for bubbles at different locations in the cavitation
fields, includingz50 andz52 cm. For two pulses, the po-
sition, z, is related, by the speed of sound, to the delay in
time between the arrival of the first and second pulse at that
point, such thatz50 corresponds to an interpulse delay,td*
50. The second pulse is delayed relative to the first for any
point uzu.0 because the distance traveled to this point by a
shock wave originating from the far reflector is greater than
that of a shock wave originating from the near reflector. Be-
cause of small jitter in timing~,3 ms! between firing of the
two electrodes, associated with uncertainty in triggering, the
z50 position shifts along the axis by as much as 3 to 4 mm
from shot to shot. Variation intc* along the axis is expected
because of the changes in negative pressure amplitude as the
shock wave propagates. Variation at each location is ex-
pected because of small spark-to-spark jitter in strength,
shape, and location of the spark. Even a 1-mm shift in the
location of the spark can lead to a noticeable shift in the
location and size of the focal volume.44 Clevelandet al.41

measured the variation in positive and negative peak pres-
sures and found that positive peak pressure varied by as
much as 15% while negative peak pressure varied by less
than 3%.

G. Cavitation detection by pitting of aluminum foil

When a bubble collapses near a rigid surface, such as a
stone, it may collapse asymmetrically, generating a high-
speed water jet directed toward the surface.5–9 The depth and
distribution of pits created on thin foils has been used to
quantify damage from lithotripsy cavitation fieldsin
vitro.18,25,45,46 The respective sizes and intensities of the
single-pulse and dual-pulse cavitation fields at collapse were
studies using 25-mm-thick sheets of aluminum foil placed at
F2 (z50), in a plane containing thez axis, as illustrated in
Fig. 4. Foils were 9312 cm2 and were stretched taut and
secured over the face of a plastic~PVC! semi-cylindrical
frame of inner diameter 9.6 cm, such that the frame itself

was .2.8 cm outside of the focal volume at all times. Foil
and frame were positioned and supported from above using
an XYZ positioning system~Velmex Industries, Bloomfield,
NY!.

Following exposure to either a conventional lithotripter
~CL! or dual-pulse lithotripter~DPL! cavitation field, each
foil was carefully removed from its frame and mounted on
flat, smooth sheets of Lexan using tape around the edges
only. Care was taken to minimize any disturbance to the
cavitation pits on the foils. Foils were digitally scanned onto
a Macintosh computer for viewing with Adobe Photoshop
and quantitatively analyzed using a noncontact profilometer
~New View200, Zygo Corporation, Middlefield, CT!. Peak-
to-valley ~PV! distances of disturbances in the foil surface
were measured for 2.132.8 mm square regions along the en-
tire focal length of the CL foils and atz50 andz52 cm on
the DPL foils.PV was chosen as the value of interest because
the foils, having bisected the cavitation field, contained pits
generated from both sides.

IV. RESULTS

First, results for the conventional lithotripter field are
presented. Subsequently, experimental and numerical results
for the dual-pulse lithotripter are presented by location in the
cavitation field and compared to those for the focal region of
the conventional lithotripter. Finally, results of bubble trans-
lation calculations are presented for the single- and dual-
pulse fields.

A. The CL field

Figure 5 contains a chronological series of photographs
for both the conventional lithotripter~CL! and dual-pulse
lithotripter ~DPL! fields. The CL cavitation field is approxi-
mately 1.5 cm in diameter and 10 cm long, at its maximum.
The estimated density of the CL field in Fig. 5~a!, at maxi-
mum radiusRmax* , is 70 bubbles per cubic centimeter, corre-
sponding to an average center to center bubble spacing of
;3 mm.Rmax* for individual bubbles is 0.5 mm. High-speed
videos show that bubbles in the CL field grow and collapse
in 300620ms. PCD measurements yielded collapse times of
340631ms at F2, 343631ms at F222 cm ~prefocus!, and
307618ms at F212 cm ~postfocus!.

Figure 6~a! contains an image of a foil subjected to a
single CL pulse that originated from the left. The collapse of
CL bubbles results in a line of pits, approximately 1 mm in
width and 8 cm in length. The pit depths along this line are

FIG. 4. Diagram of position and size of 25-mm-thick aluminum foils used in
experiments. The approximate location and size of the conventional litho-
tripter cavitation field are indicated by the black dots on the foil surface.
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distributed with a meanPV556.73618.07mm and maxi-
mum PV, PVmax595.59mm. Qualitative inspection of the
CL foils did not lead to any conclusions about distribution of
pit depths along the 8-cm line.

B. The DPL field: Localization and intensification

Figure 5~b! contains a series of images of the dual-pulse
cavitation field. The dual-pulse lithotripter~DPL! field is axi-

ally shorter ~,5 cm! than the 10-cm long conventional
lithotripter ~CL! cavitation field; therefore, the field of view
of the DPL images is smaller than that of the CL images. In
the transverse dimension, the DPL field is 4 cm across, as
compared to the 1.5-cm-diam CL field. However, while the
CL field is nearly uniform in bubble size, time to collapse,
and intensity of collapse along the length of thin foils, the
DPL field concentrates its most destructive cavitation activity
at F2. The region of damage is very similar in appearance to
the central band in Fig. 5~b!, which contains the largest and
longest-lasting bubbles. The foil in Fig. 6~b! especially illus-
trates the localized nature of the DPL damage. Instead of the
long line of damage along the reflector’s axis seen in Fig.
6~a!, the most intense damage from the DPL, while longer
transverse to the axis, is isolated to within just 2 mm of F2 in
the axial direction.

In addition to the localization, the dual-pulse lithotripter
cavitation field has a banded structure, symmetric about the
center line,z50, where the pulses arrive simultaneously. As
shown in Fig. 5~b!, the DPL cavitation field may be divided
into four regions of analysis symmetric aboutz50: ~A! 0
,z,1 mm, ~B! 1,z,3 mm, ~C! 3,z,20 mm, and~D!
z.20 mm. As previously described, interpulse delay is re-
lated to position in the field bytd52z/c0 . Figure 7 demon-
strates calculated values ofRmax, tc , andPrm normalized to
those for a single pulse for regions A, B, and C.

In region A, calculations ofRmax, tc , and Prm yield
values nearly double the corresponding values for a single
pulse. Figure 3 demonstrates radius-time (R-t) curves for
representative measured waveforms in regions A and B of
the dual-pulse cavitation field and for a single pulse atz
50. The column on the left shows the oscilloscope trace of
the waveforms, with they axis having values of volts. The
column on the right shows the corresponding numerically
calculatedR-t traces. Figure 3~b2! demonstrates a radius-
time (R-t) curve for a 3-mm bubble subject to two superim-

FIG. 5. Time series of front-lit~a! conventional lithot-
ripter ~CL! and~b! dual-pulse lithotripter~DPL! cavita-
tion fields in water. In the CL field, a single shock wave
pulse arrives from the right. In the DPL, one pulse ar-
rives from each side to meet simultaneously at F2 (z
50). The DPL field of view~FOV! is 30% smaller than
CL FOV. The time on each frame indicates time after
the pulse~s! arrive~s! at F2. For this particular experi-
ment, the water was not degassed as in all other experi-
ments. The white texture in the last four frames of the
DPL field is an imaging artifact resulting from double
gating of the framing channels.

FIG. 6. Aluminum foils, 25mm thick, that were placed in a cavitation field
to record the collapse of the bubbles as pits in the surface. In~a! a single
shock wave pulse, originating from the left, generates an 8-cm-long, thin
line of pits. In ~b!, two pulses, one from each side of the foil, meet simul-
taneously atz50 to generate extensive damage at that location only, and
counteract each other in regions B, C, and D to minimize cavitation and its
impact on the foil.
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posed pulses atz50. This is compared to theR-t curve in
Fig. 3~a2!, in which the same 3-mm bubble is subject to a
single pulse atz50. In Fig. 3~a2!, the absolute values fortc

~144 ms! andRmax ~246 mm! are less than experimental val-
ues, as others have reported.15,25,33This discrepancy might be
explained by underrepresentation of the negative pressure in
the shock wave by the membrane hydrophone. As elaborated
by Bailey,25 Staudenraus and Eisenmenger47 proposed that
under strong negative pressure, water tore away from the
metalized sensitive element of the PVDF membrane hydro-
phone and thus cut short the negative tail of the measured
waveform. However, the relative doubling of values from the
single reflector to the dual reflectors is consistent in both
experiment and calculations, and corresponds to the doubling
of acoustic pressure at this position.

Experimental results in Fig. 5 demonstrate thatRmax* and
tc* , for the dual pulses are also approximately double those
for a single pulse.Rmax* changes by a factor of 2.2, from 0.5
to 1.1 mm, whiletc* increases by a factor of 1.8 from 340
631ms to 608633ms. Figure 6~b! contains an image of a
foil subjected to the DPL cavitation field. The DPL field
creates a;235 mm2 ‘‘crater’’ at z50, with PV578.05
639.66mm, approximately 1.4 times the value for CL (p
,0.03), andPVmax5123.4mm.

In region C, calculations yield values ofRmax, tc , and
Prm all in the range 0.6–0.7 times the corresponding values
for a single pulse. High-speed videos reveal that the density
of the bubble field in region C is lower than atz50, and
Rmax* and tc* values are measured to be 0.5–1.1 mm and
370–570ms, respectively, equal to or greater than the corre-
sponding CL values. The discrepancy between calculated
and measured values in this region may be due to the fact

that the numerical analysis does not include changes in the
waveform as it propagates.

As demonstrated in Fig. 6~b!, foil pits in region C are
very shallow or even nonexistent. At the outer edge of region
C (z52 cm), PV518.4667.34mm and PVmax535.93
mm, approximately one-fourth of the values recorded atz
50 in the DPL field, and approximately one-third of the
values recorded for the CL field~p,0.01, studentt-test!.

In region D, bubbles that begin to grow when the first
pulse passes disappear after the second pulse arrives. We
model the second pulse as larger than the first because shock
waves focused by the ellipsoidal reflectors used for these
studies reach maximum positive amplitude at approximately
20 mm past the geometric focus F2, as verified by Bailey
et al.24 Numerical calculations with analytical waveforms in-
dicate that, for positionsz.20 mm, the larger positive peak
of the second pulse can disrupt the growth of the bubble,
resulting in a much reducedtc .

Experimental measurements show thattc* and PV are
both reduced in region D. The foil in Fig. 6~b! as well as the
image in Fig. 8 most clearly indicate the absence of bubbles
in this region. PCD measurements in this range show only
weak signals in the time range of 370–530ms, possibly cor-
responding to a few stray bubbles still within the focus of the
detection transducer or strong collapses well outside the fo-
cus of the detector and closer toz50. Because of the dis-
rupted bubble growth in regions C and D, cavitation damage
is localized to region A.

FIG. 7. These curves demonstrate numerically calculated~a! maximum ra-
dius Rmax/R0 ~b! time to collapsetc , and ~c! maximum radiated pressure
Prm , for R053 mm bubbles in regions A, B, and C of the dual-pulse cavi-
tation field. All values are normalized to values calculated for a single pulse
acting on the same bubble atz50. The dashed lines in curves~b! and ~c!,
within region B, indicatetc andPrm assuming that the bubbles that experi-
ence a forced collapse from the second pulse, as in Fig. 3~c3!, do not regrow.

FIG. 8. These curves trace, in time, the calculated translation of bubbles
within 5 mm of focus. They axis of the plot designates position along thez
axis of the reflector, with the first point of each trace corresponding to the
initial position of a stable 3-mm bubble. When translation velocity exceeds
;100 m/s for a given bubble, the corresponding solid translation curve
becomes a dotted curve. The photograph to the right of the figure is a snap
shot in time of the bubbles near their maximum size, corresponding to a
time of ;50 ms on the translation plot. Regions A, B, and part of C are
designated by the heavy dashed lines at 1 and 3 mm on the translation plot
and the border of region D is marked by the dashed white line on the
photograph.
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Figures 5~b! and 6~b! demonstrate the absence of
bubbles and damage to foil, respectively, in region B. Calcu-
lations indicate that for the small interpulse delays that exist
in this narrow region, there is a collapse immediately follow-
ing the arrival of the second pulse, as shown in Figs. 3~c2!
and ~c3!. This forced collapse yields values for minimum
bubble radiusRmin as low asR0/100, often much smaller
thanRmin calculated for an inertial collapse, most likely be-
cause too little time has passed for significant diffusion of
gas into the bubble.Prm values for the forced collapse vary
from 0.3 to 0.7 times the value for the inertial collapse due to
a single pulse at the focus. The dashed curves in Figs. 7~b!
and ~c! demonstrate the full range of interpulse delays for
which the premature collapse is calculated to occur.

Even with a time resolution of 0.5ms, only a few
bubbles were ever detected in this region using the high-
speed camera. The PCD, with a focal diameter of 3.9 mm,
did not have adequate resolution to limit measurement of
radiated sound to these narrow regions in the dual-pulse
lithotripsy field. The role of cavitation dynamics and bubble
translation in these gaps will be discussed later.

C. Bubble translation

The radius-time curves presented previously are in good
agreement with the observed localization of the dual-pulse
cavitation field. However, the role of bubble translation in
localization was also investigated. Calculations predict that a
single pulse at the focus causes a 3-mm bubble to translate
,20 mm, with a maximum velocity,100 m/s. No axial
translation is observed on high-speed video of the conven-
tional lithotripter field.

Figure 8 presents calculated translation curves for the
dual-pulse field. The figure includes translation curves for a
3-mm bubble at several initial positions within 5 mm of the
focus as well as a photograph of the cavitation field created
by two opposing pulses that originated from above and be-
low the image. Time is on thex axis andz position is on the
y axis of the plot. Each curve traces, in time, the movement
of a bubble toward or away fromz50. Each solid curve,
representing a single, spherical bubble, becomes a dotted
curve as soon as the translation velocity for that bubble ex-
ceeds 100 m/s. The heavy dashed lines at 1 and 3 mm des-
ignate the borders for regions A, B, and C. In region A, net
bubble translation is,0.1 mm and in region C, net bubble
translation is,0.3 mm. In both A and C, bubble velocities
do not exceed approximately 100 m/s until the final, inertial
collapse, around 100ms for region C. However, for the
bubbles beginning at positions between approximately 1 and
3 mm—that is, for the bubbles in region B—calculated trans-
lation velocities exceed 100 m/s by several orders of magni-
tude as the second, delayed pulse acts on the growing
bubble. The solid curves become dotted at this time of,10
ms, resulting in the approximately 2-mm ‘‘gap’’ evident in
the figure.

Calculations were also carried out for bubbles up to 30
mm in radius. Net translation was slightly greater for larger
bubbles in regions A and C, and approximately the same size
and location of the region-B-like ‘‘gap’’ occurred close to the

focus. No bubble translation, in any position in the dual-
pulse lithotripter field, was observed in experiment.

V. DISCUSSION AND CONCLUSIONS

When two pulses are generated simultaneously from
identical, opposing, and confocal shock wave sources, the
resulting cavitation field demonstrates a localization and in-
tensification of cavitation damage, as compared with that of
a single shock wave source. Both numerical and experimen-
tal data indicate that radial bubble dynamics assume a prin-
cipal role in the formation of the dual-pulse cavitation field.
Bubbles atz50, the focus of the lithotripter withz as the
reflectors’ common major axis, are subject to a doubling of
acoustic pressure. Consequently, bubbles grow nearly twice
as large, last nearly twice as long, and, upon collapse, radiate
shock waves with nearly twice the acoustic pressure ampli-
tude. Some bubble agglomeration was also observed at the
focus of the dual-pulse cavitation field. In the 2-cm regions
pre- and postfocal, spherically collapsing bubbles are calcu-
lated to radiate waves with only 40% of the pressure ampli-
tude of waves radiated by bubbles at the focus. The results of
the experiments with thin foils demonstrate that asymmetric
collapses on foil are also considerably weaker, with pit
depths decreasing by a factor of 4, and, on some foils, no
visible pits in this area. Variation between foils may be ex-
plained by spatial jitter in the generation of the shock waves.
Such jitter may cause slight movements of the focal axis
away from the foil surface, as well as amplitude variations
between the two pulses. If cavitation bubbles in 2-cm regions
on either side of the focus are near the threshold for pitting in
the Al foil, these small changes in the acoustic field, hence
the cavitation field, may explain the absence of pits on many
foils. No significant cavitation activity is observed or calcu-
lated in the regions beyonduzu52 cm.

Bubble-free gaps were observed in high-speed videos
and on foils in the region 1,uzu,3 mm. Calculations
showed that an instability is generated in this region because
of the timing between the two shock wave pulses acting on
the bubbles. Calculations of radial dynamics predict a rapid,
yet weakly radiating forced collapse from the positive peak
of the second pulse, yielding much smaller minimum radii
than predicted for an inertial collapse. Because our model
contains the assumption of bubble sphericity, calculations
also indicated that bubbles would survive this forced col-
lapse and rebound to a new maximum. It is possible that no
such rebound occurs, and bubbles are destroyed at some
point during this collapse. Calculations of translation, which
is dependent on bubble wall velocity, predict high axial ve-
locities and accelerations in this same region. Eller and
Flynn40 calculated that bubbles exceeding velocities of ap-
proximately 100 m/s no longer have shape stability. There-
fore, the high radial and translation velocities in our analysis
both point toward bubble destruction in this narrow gap. The
underlying assumption of bubble destruction leads to the
dashed collapse time versus interpulse delay curve presented
in Fig. 7~b!. Experiments support the conclusion that the
bubbles are destroyed rather than just pushed away. On high-
speed videos, there are only a few bubbles in this region
where high radial and translation velocities occur immedi-
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ately following the arrival of the second pulse. In contrast,
regions of high bubble density maintain low translation and
radial velocities until the final, inertial collapse. Finally, no
bubble translation is observed experimentally.

It has been suggested that the dual-pulse cavitation field
in vivo might result in a volume of damage confined prima-
rily to the kidney stone and not extending into the surround-
ing renal tissue. In addition, the rate of stone fragmentation
may increase significantly because of the increase, with each
shot, in cavitation activity at the site of the stone. However,
in vivo cavitation dynamics may vary greatly from those ob-
servedin vitro. Furthermore, if a large kidney stone of 10
mm is present at the beam focus, it is reasonable to expect
that evenin vitro cavitation activity would be different from
that presented in this article. Claus-Dieter Ohlet al.48 studied
the effect of a rigid boundary on the explosive growth and
translation of bubbles near the boundary. Measurements of
stone fragmentation in the dual-pulse lithotripter have been
made and presented previously.49,50 In short, in vitro stone
fragmentation, with artificial stones, was more than doubled
at the focus of the dual-pulse lithotripter as compared to the
conventional lithotripter. A more detailed analysis ofin vitro
stone fragmentation and tissue damage is currently under-
way.

At present, only a single shock wave source is used to
treat kidney stones with ESWL. There are anatomic con-
straints on the positioning of the reflector relative to the hu-
man kidney. For example, the propagation path should not
contain bone or air and ideally would not contain organs
other than the kidney itself. Perhaps two reflectors can be
oriented at an angle less than 180 degrees with respect to one
another to produce the same localized effect. As an alterna-
tive approach, a localized and intensified field might be gen-
erated by the appropriate phasing of shock waves from a
single source. In either case, the investigation reported here
shows that two pulses can be used to intensify or mitigate
cavitation activity, and that by spatially distributing the tem-
poral delay between pulses, cavitation can be localized.
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The following corrections are necessary on p. 2004

concerning the proof that auto-correlation functions do not

prohibit forbidden arrangements of signals. First, the three

paths should have amplitudes ofA8 each, instead of 8. Sec-

ond, the sentence starting with ‘‘Next, we note that the ex-

pected...’’ should be replaced with the following two sen-

tences. Next, we note that the expected value of two lag-

functions, $7,6,3,0% and $5,0,1,2%, is E@R11(p)#5$6,3,2,1%.

However, $7,6,3,0% is a forbidden arrangement of auto-
correlation function amplitudes for paths arriving at either
set of times$1,2,3% or $2,3,4%, and$5,0,1,2% is forbidden be-
cause it is impossible to have signals simultaneously at lags
0, 2, and 3.

Therefore, sinceE@R11(p)#5$6,3,2,1% is a physically
possible auto-correlation function, a specified auto-
correlation function does not exclude forbidden arrange-
ments of signals.

Erratum: ‘‘Measured capacitance of a condenser microphone as
a function of diaphragm displacement’’ [J. Acoust. Soc. Am.
108, 2134–2144 (2000)]
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There should be a note for each theoretical curve and corresponding experimental data points in Fig. 5 as follows:

a!Present address: Knowles Electronics, LLC, 1151 Maplewood Drive, Itasca, IL 60143.

FIG. 5. Input capacitance and static capacitance with bias as a function of
polarization voltage for zero air pressure. Solid lines—theoretical, data
points—experimental.
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